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Executive summary

The HUCAN project develops a novel holistic framework for certification-aware design of human-
centred ATM sociotechnical systems with high levels of automation. This summary outlines the
motivation and scope for this development, the elements of the HUCAN holistic framework, and
recommendations for further work.

Motivation and scope
Motivation for this development

Artificial Intelligence (Al) and its Machine Learning (ML) constituent are key drivers of innovation,
enabling higher levels of automation across multiple domains, improving operational efficiency for
complex tasks and supporting human operators and organisations. However, the primary concern for
all stakeholders involved in the transition to higher levels of automation is to establish the necessary
conditions and standards to ensure that the solutions meet the stringent certification requirements.

HUCAN aims to explore these topics from the perspective of research and development (R&D) projects.
A review of the technical and regulatory state of the art (HUCAN D2.1 & D3.1, 2024) reveals that
current certification is predominantly based on prescriptive regulations, which mandate strict
compliance with detailed requirements. This approach has proven effective in progressively enhancing
safety. However, its applicability to highly automated and Al-driven technologies is increasingly being
guestioned, raising concerns about the suitability of existing certification frameworks.

In light of these considerations, the HUCAN project has carefully analysed the currently proposed
innovative certification approaches found in the literature (HUCAN D3.2, 2024). What emerged is that
there is a need for a broad-scope, holistic certification approach, with emphasis on addressing: human
factors for understanding uncertainty and safety risks in sociotechnical systems with diverse levels of
automation, the impact on accountability in design and operations, assuring public oversight and
collaboration with diverse stakeholders, the incorporation of sustainability criteria for societal and
environmental impacts, and data governance policies as part of certification. The HUCAN holistic
framework aims to address these needs.

Automation and Al

The HUCAN holistic framework aims to be applicable to human-centred ATM airborne and ground
systems that have high levels of automation. Automation refers to the extent to which the need for
human input has been reduced, and to which technology can act or take decisions on its own. This
extent is measured in terms of a Level of Automation (LOA), which ranges from LOA-0 (low automation;
human has full authority), to LOA-5 (full automation; there is no human operator and the automated
system decides/acts on its own). The technology includes but is not restricted to Al/ML-based systems.

In the context of this work, a system is an overall sociotechnical system, meaning that it describes the
functioning and interface of the automation system, the functioning and interaction with other
technical systems, the roles, tasks and responsibilities of human operators, and the operational
conditions for which the system is designed.
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Certification-aware system design as target

The HUCAN holistic framework aims at providing validation and feedback support for the iterative
improvement of a system design and development, towards a future certification. As such, its
application aims at obtaining a certification-aware system design.

Certification addresses not only safety, but performance in other areas too. Key Performance Areas
(KPAs) define the areas in which the system needs to perform well to achieve its overall goals. The
HUCAN framework, being holistic, covers a wide range of KPAs: Human factors, Accountability,
Responsibility, Liability, Safety, Resilience, Security, Environmental sustainability, Societal
sustainability, and Efficiency.

The maturity of the design is determined in terms of Technology Readiness Levels (TRL), which describe
the maturity of the technology, and Human Readiness Levels (HRL), which describe the readiness of a
technology for use by the intended human users. At level 1 the system design is specified by basic
principles only; at level 9 the system is successfully used in operations.

Broader than learning assurance

An important consideration in the certification of Al-based applications is learning assurance, which
aims at providing assurance on the intended behaviour of the Al-based system at an appropriate level
of performance, and at ensuring that the resulting trained models possess sufficient generalisation and
robustness capabilities. Internationally, many activities are ongoing with a lot of focus on this topic.
Joining those activities would create overlap and less efficient use of resources. Instead, HUCAN takes
a broader perspective: a holistic framework for the certification-aware design of systems with
automation, dealing with the human operator as an integrated part of the system, and addressing
what this means for the operation as a whole. Learning assurance is incorporated in follow-on work.

HUCAN holistic framework for certification-aware design

At a high level, the HUCAN holistic framework follows a cyclic approach as shown in Figure 1. Input is
a system design at a low level of maturity, which is guided through the HUCAN holistic cycle multiple
times, towards a more mature design that increasingly fulfils KPAs and certification objectives.

Adapt at same ) N
TRL/HRL Assetsment
Compass
(N
i Holistic
System Design
! ‘ Assessment Cycle
)
Feedback to
Refine towards Design
higher TRL/HRL ]

Figure 1. HUCAN holistic framework for certification-aware design.
The following main elements can be discerned:

e System Design. System design is the start- and endpoint of the cycle. At the start-point, it
provides the input design for the assessment; at the endpoint, it provides the adapted/refined
design that uses the feedback from the assessment, aiming at higher levels of maturity.
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e Assessment Compass. This step sets the scene for the holistic assessment of the design by
determining LOAs, TRLs/HRLs, KPAs, and certification objectives.

e Holistic Assessment Cycle. This cycle is the core of the framework by assessing multiple KPAs
for critical scenarios of the sociotechnical system with (Al-based) advanced automation.

e Feedback to Design. Based on the combined KPA results from the holistic assessment cycle,
this step identifies issues in the current design or it identifies/refines requirements or
assurance levels towards a more mature design.

As is shown in Figure 2, for each of these four main elements, the HUCAN holistic framework outlines
a number of steps or activities, which are supported by a HUCAN toolbox of methods.

EIEASA Trustworthy Al building blocks

HUCAN Toolbox
of Methods

LOA, TRL/HRL,
KPAs, objectives

\
Al-based system(s) ? - y : 2 :, 3. Identify varying
ConOps ' N . b - conditions
13 system
Assessment Compass
) EE—
- Identify issues in 6. Evaluate -
Adapt design at 5 . " ~ " _ . 4, Construct critical
TRL/HRL k e L - combined KPA 5. Assess KPAs e
system results
Refine design Ide!mfy s 7. Improve
> requirements / ALs i
towards higher for sociotechnical assessment data/
TRL/HRL methods/tools
system
. . e _J/
System Design Feedback to Design Holistic Assessment Cycle
TRL/HRL k+1

Figure 2. Steps in the HUCAN holistic framework for certification-aware design.
These steps/activities are briefly summarised below:
System design

The System Design contains three elements:

Al-based system(s) ConOps refers to the current design of the sociotechnical system
and the associated advanced automation concept of operations. This is input for the
Assessment Compass and the Holistic Assessment Cycle. The following two elements
peees. | are applicable after completion of that cycle. Adapt design at same TRL/HRL: In case

the design is considered not mature enough to proceed to the next level of TRL/HRL,
e, | the design is adapted at the same TRL/HRL. Refine design towards higher TRL/HRL: If
=E the design is mature enough to proceed to the next level of TRL/HRL, the design is
adapted towards a higher TRL/HRL.

Al-based system(s)
ConOps
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Assessment Compass

Determine LOA, TRL/HRL, KPAs, certification objectives: The activities in the assessment
compass element are to determine the levels of automation (LOA) applicable to the
system, to determine current technology and human readiness levels (TRL/HRL), to
determine the key performance areas (KPA) of interest, and to identify applicable
certification objectives.

Holistic Assessment Cycle

The holistic assessment cycle is the core of the framework, by
assessing multiple KPAs for critical scenarios of the
sociotechnical system with automation.

There are 7 activities:

et 1. Identify objectives, scope, criteria: In coordination with relevant stakeholders and

ctera proportional to the TRL/HRL and LOA of the sociotechnical system, step 1 defines:

e Objectives: which KPAs and which certification objectives will be considered.

e Scope: the boundaries of the operational area, and the types of functions or the
types of equipment/procedures/people that are included.

e Performance criteria for the KPAs: these specify the difference between acceptable
and unacceptable performance.

Lescrbe 2. Describe sociotechnical system: In step 2 the sociotechnical system is described. This
covers the objective of the operation, the operational context, environmental conditions,
the functioning and interface of the advanced automation and of other technical
systems, the roles, tasks and responsibilities of human operators and their interaction
with all relevant Al-based and other technical systems. It also explicitly includes
assumptions and constraints in the description of the sociotechnical system. It serves as
an agreed, documented basis for the KPA assessments.

el 3. |dentify varying conditions: Step 3 is to identify all kinds of disturbances and
performance variability that can influence operations of the sociotechnical system. These
can include frequently occurring conditions, like normal sensor errors, normal
transmission delays, typical reaction times of human operators, differences in
interpretations by humans, normal weather variability. But they also include rarer
conditions, like system failures, extreme weather, particular errors by human operators.

conditions.

ppommpeenl /.. Construct critical scenarios: Step 4 aims to construct scenarios that represent a critical
impact on a KPA, e.g. a scenario leading to reduced safety, a scenario leading to an
environmental problem, a scenario leading to a liability issue, etc. The critical scenarios
are expanded by describing how agents of the sociotechnical system and related varying
conditions may contribute to the KPA-critical effect.

scenarios
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5. Assess KPAs: Step 5 aims to evaluate the constructed critical scenarios to get an
assessment of the KPAs and associated criteria. For example, a quantitative assessment
of safety or security risks, or a qualitative assessment of responsibility and liability issues.
The step can be supported by a variety of methods and tools from the Toolbox,
depending on the specific KPAs, on the types of results (qualitative/quantitative), and on
the requested level of uncertainty in the results.

5. Evaluate 6. Evaluate combined KPA results: In step 6, the results of the assessment of the KPAs

combined KPA

fesils are combined and evaluated with respect to acceptability criteria. The result may lead to
the following types of conclusions and basis for feedback to design.

1. It may be concluded with sufficient certainty that the design performance is not
acceptable for one or more KPAs. Then the design cannot pass the current TRL/HRL
and it would need to be adapted in an additional development cycle. Go to step
“ldentify issues in sociotechnical system” as part of feedback to design.

2. It may be concluded with sufficient certainty that the design’s performance is
acceptable for all KPAs. This implies that the design is considered suitable at its
current readiness level. Go to step “ldentify/Refine requirements/Als for
sociotechnical system” as part of feedback to design.

3. It may be concluded that there is insufficient certainty to evaluate the design
performance for one or more KPAs, and this prevents reaching a verdict on its
acceptability. In this case one of the following steps can be taken.

a. If additional data or other methods/tools might sufficiently reduce the level of
uncertainty in the assessment results, then go to step “7. Improve assessment
data/methods/tools” in the holistic assessment cycle.

b. If the level of uncertainty is high for several critical scenarios and KPAs, it may be
decided to redevelop aspects of the design. Go to step “ldentify issues in
sociotechnical system” as part of feedback to design.

7. Improve 7. Improve assessment data/methods/tools: If the level of uncertainty in one or several

assessment data/

mehes/iok KPA assessment results is too high to reach a conclusion on the acceptability of the
design, it may be decided to improve the assessment(s). Gather additional information
such as supporting data or expert opinion, or extend the models or techniques used in
the assessment(s). This leads to an iteration of step “5. Assess KPAs”.

Feedback to Design

Identify issues in sociotechnical system: The step at the top of the Feedback to design
element is applicable in case of conclusion 1 at step “6. Evaluate combined KPA results”.
The design would need to be adapted in an additional development cycle. This leads to
the step “Adapt design at same TRL/HRL” as part of the system design. |dentify/refine
requirements/ALs for sociotechnical system: The bottom step is applicable in case of
conclusion 2 at step “6. Evaluate combined KPA results”. The design is considered
suitable at its current readiness level and can be refined at the next maturity level. This
leads to the step “Refine design towards higher TRL/HRL” as part of the system design.
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HUCAN Toolbox of Methods

= The HUCAN holistic framework proposes a comprehensive suite of methods and tools
' for the holistic assessment of Al-driven and advanced automation systems. This HUCAN
toolbox of methods integrates established methods as well as innovative approaches,
recognizing the inherent complexity and unique challenges of integrating Al into safety-

critical systems.

ﬂ

While acknowledging existing certification standards for non-Al systems, such as SAE ARP4761
(Aerospace Recommended Practice document 4761) and RTCA DO-178C (Software considerations in
airborne systems and equipment certification) and DO-278A (Software integrity assurance
considerations for CNS/ATM) systems), the HUCAN toolbox currently includes the following methods:

e ABMS (Agent-Based Modelling & Simulation)

e Al RMF (Al Risk Management Framework)

e BUSA (Bias, Uncertainty and Sensitivity Analysis)

e Environmental Assessment of Al Ecosystem

e FMEA (Failure Modes and Effects Analysis)

e FRAIA (Fundamental Rights and Algorithms Impact Assessment)
e HAZOP (Hazard and Operability study)

e Heuristic Evaluations

e HITL (Human-In-The-Loop) Simulations & Wizard of Oz
e HTA (Hierarchical Task Analysis)

e NSV-4 diagram (System Functionality and Flow model)
e Responsibility & Liability Analysis

e Safety Scanning and Security Scanning

e SecRAM (Security Risk Assessment Methodology)

e Usability Testing

For each method, this report includes a brief description, gives key benefits and limitations, and
indicates which KPAs, TRLs/HRLs, LOAs, and EASA objectives are covered by the method.

Conclusions and recommendations for further work

This HUCAN deliverable presents a solution to the emerging need for a broad-scope, holistic
certification approach for ATM sociotechnical systems with high levels of automation. This solution is
referred to as SESAR solution SOL.0445.

From an operational standpoint, the description of the HUCAN holistic framework reveals that there
is no one-size-fits-all solution. The broad spectrum of methods in the current toolbox reflects the
multidimensional nature of the challenge, while the emphasis on method selection and awareness of
their limitations highlights the need for a thoughtful, well-informed validation strategy.

The current version of the HUCAN holistic framework is set at TRL2 (i.e. it is a concept framework). In
terms of recommendations for further development, it is important to stress that significant work is
still required to systematically mature the holistic validation approach to align both with current
certification standards and practices and with EASA’s Al guidelines. This path also requires focus on
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learning assurance, on the balance between KPAs, and on proportionality. Feedback from application
to use cases will be an important contribution.

Another recommendation is regarding the anticipated update of the EASA Al guidelines. The current
version, Issue 02 (EASA, 2024), is mostly focused on supervised learning, and it covers offline learning
processes where the model is ‘frozen’ at the time of approval. The anticipated update might address
other types of learning such as reinforcement learning, online learning processes, and Levels of
Automation 3A and 3B (i.e. advanced automation). This update may come with additional objectives
and additional challenges, to be addressed by a future update of the HUCAN Holistic Framework.
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1 Introduction

1.1 Objective

The HUCAN project (Holistic Unified Certification Approach for Novel systems based on advanced
automation) aims to pioneer certification methods for new Air Traffic Management (ATM) systems
with a focus on human centred advanced automation and Artificial Intelligence (Al)-based
technologies. The project proposes a novel and holistic framework for certification-aware design of
such systems. The aimed readiness level of the HUCAN holistic framework is TRL2, i.e. it is a concept
framework.

The purpose of this report D4.4 is to present the development of the HUCAN holistic framework,
including a toolbox of supporting methods. It builds on earlier deliverables, notably D3.2 “Innovative
approaches to approval and certification”, D4.1 “Case studies introduction: Level of automation
analysis and certification issues”, and D4.2 “Performance based requirements for advanced
automation”. Furthermore, it incorporates the findings from D4.3 “Validation report”, which aimed at
validating the D4.4 output. As such, the results presented in this report have profited from the
feedback of the Expert group in the HUCAN project.

1.2 Organisation

This document is organised as follows:

e Chapter 2 gives the context for this work, by explaining the need for a holistic approach to
certification of advanced automation, explaining why certification issues need to be addressed
in research and development (R&D), and introducing at a very high level the HUCAN holistic
approach supporting R&D towards certification.

e Chapter 3 describes the HUCAN holistic framework for certification-aware design. After an
introduction of the main elements, the chapter presents each of these elements in more detail,
and explains the processes in the HUCAN holistic framework. These processes form a holistic
assessment cycle that gives feedback for the design, and supports a transition to a higher
technology/human readiness level of the system and operation.

e Chapter 4 explains how the HUCAN holistic framework can be applied to support certification-
aware design in line with the objectives of the EASA Al guidelines (EASA, 2024).

e Chapter 5 provides conclusions and recommendations.

e Chapter 6 provides references to material used.

e Chapter 7 gives a list of acronyms.

e Appendix A presents a toolbox of methods (i.e. techniques, standards, methodologies,
databases, models) that can be used in support of evaluation of a KPA in an operation including
advanced automation and Al-based systems.

e Appendix B provides an overview of the objectives of the EASA Al guidelines.
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2 Towards a holistic approach to support the certification of
advanced automation and Al-based systems

2.1 Why a holistic approach to certification of advanced automation?

Artificial Intelligence (Al) is poised to become a key driver of innovation, enabling advanced
automation across multiple domains, improving operational efficiency for complex tasks and
supporting human operators and organisations. As in many other industries, the aviation sector is
actively working to leverage the benefits of this technological revolution. EASA’s ‘Roadmap 2.0 for a
Human-Centric Approach to Al in Aviation’ highlights the wide-ranging impact of Al across multiple
domains, spanning both operational and non-operational contexts (EASA, 2023). However, the primary
concern for all stakeholders involved in this transition is to establish the necessary conditions and
standards to ensure that Al-driven solutions support efficient operations while meeting stringent
safety requirements.

The HUCAN project is part of this ongoing debate and aims to explore these topics from the perspective
of research and development projects, particularly within the framework of the S3JU (SESAR 3 Joint
Undertaking) program. A review of the current state of the art, both technical and regulatory (HUCAN
D2.1 & D3.1, 2024), reveals that currently, avionics and aircraft certification is predominantly based on
prescriptive regulations, which mandate strict compliance with detailed implementation
requirements. This approach, grounded in collective knowledge from past experiences, has proven
effective in progressively enhancing safety. However, its applicability to highly automated and Al-
driven technologies is increasingly being questioned. Al-based systems, characterised by varying levels
of autonomy and possibly non-deterministic behaviour, often diverge from traditional software
development paradigms, raising concerns about the suitability of existing regulatory frameworks.

In light of these considerations, the HUCAN project has carefully analysed the currently proposed
innovative certification approaches found in the literature and standardization efforts for certifying
these solutions (HUCAN D3.2, 2024). The objective was to understand, in particular, the goals,
methodologies, Key Performance Areas (KPAs), and, where available, Key Performance Indicators
(KPIs) that are emerging to address these technical challenges. Specifically, the analysis examined
whether and how the objectives currently guiding research and development strategies—both in
general and in aviation—are effectively reflected in these innovative approaches. This assessment
aimed to verify whether the emerging certification frameworks are truly aligned with the technical and
societal expectations of safety, efficiency, and sustainability associated with the adoption of these
solutions.

In this reflection, the orientations of the EU Al Strategy, the ethical guidelines for trustworthy Al set by
the European Commission, as well as the guidance provided by EASA and SESAR for the development
and certification of these solutions in aviation, have played a particularly important role. What has
emerged is that the reliability and technical robustness of these solutions must necessarily take into
account the impacts that these innovations may have on the people who use them, the organisations
that adopt them, and those who are directly or indirectly affected by their proper deployment (Lanzi
et al., 2024).

In particular, the analysis in (HUCAN D3.2, 2024) was conducted in light of the standard KPAs for SESAR
projects, supplemented by the objectives outlined in various frameworks such as the S3JU Multiannual
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Work Framework Programme 2022-2031, the European ATM Master Plan 2020, and the EASA Al
Roadmap 2.0. Beyond the objectives specifically outlined for the aviation domain, HUCAN also
considered the Digital Decade Policy Programme 2030 (Decision (EU) 2022/2481) and the European
Commission's strategy "Artificial Intelligence for Europe" (COM/2018/237 final). Additionally, with the
publication of the new ATM Master Plan 2025 by SESAR, specific criteria were identified to assess
whether the innovative approaches under consideration were truly holistic. This evaluation led to the
key findings listed in Table 1.

Overall, the evaluation addresses the need for a broad-scope, holistic certification approach, which
emphasises addressing human factors for understanding uncertainty and safety risks in sociotechnical
systems with diverse levels of automation, the impact on accountability in design and operations,
assuring public oversight and collaboration with diverse stakeholders, the incorporation of
sustainability criteria for societal and environmental impacts, and data governance policies as part of
certification.

Criteria Evaluation Summary Status Recommendations
Uncertainty Most approaches focus on managing Partially  Include human-Al and
uncertainty in automation for safety Satisfied | human-automation
purposes, but often neglecting human- interactions as
technology interaction and decision- uncertainty factors.
making.
; Prioritised as a technical requirement, Partially = Integrate organisational
Safety with scarce connections to ethics and Satisfied = aspects and human
explainability and little focus as an factors, broaden the
organisational requirement. notion of safety.
. Considered, but often left outside of the = Not Include accountability
Accountability . - . L
approach and not tackled directly. Satisfied = directly within the
Should be incorporated into the certification approach.
certification process.
. Few approaches integrate the criteria, Not Include environmental
Environmental . . e . . L
. typically referring to external standards.  Satisfied = protection directly within
Protection Should be incorporated into the the certification
certification process. approach.
bii Public oversight is inconsistently Not Ensure structured
Pu .|ch addressed. Effective stakeholder Satisfied = stakeholder participation
Oversight participation, oversight of certification and broader actor
implementation and attention to actors oversight.
and procedures require greater
emphasis.
Efficiency Appears to be often overlooked duetoa  Not Consider rebalancing the
negative trade-off with safety. Satisfied  relationship between
efficiency and safety.
) High technical complexity guarantees Partially ' Ensure complexity does
Technical . e . e . .
. effective certification, but has a negative = Satisfied = not impede oversight,
Complexity
enforcement. Focus on
%f)zlsl—SSESAR 31U EUROPEAN PARTNERSHIP Satunseriiy
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trade-off with stakeholder engagement clear and transparent
and enforcement. evaluation tools.
Human Considered primarily as abstract Not Develop substantial
Factors principles, such as agency, explainability, = Satisfied  inclusion, include clear
and trust, but not substantially criteria for human
implemented in the certification process. readiness and control in
the process.
Data Underemphasised, with approaches Not Include data governance
leaving policies to external sources. Satisfied | policies within
Governance .. . e
Critical data management practices are certification approaches.
excluded from certification processes.

Table 1. Summary of evaluation of innovative approaches supporting certification, source (HUCAN D3.2,
2024).

2.2 Why considering certification issues in research and development?

In response, and particularly following the adoption of the EU Al Act (Reg. (EU) 2024/1689), EASA is
actively engaged in a comprehensive review of the current aviation regulatory ecosystem, seeking to
adapt existing provisions to the evolving technological landscape. With the establishment of the Rule-
Making Task RMT.0742 — Artificial Intelligence Trustworthiness, the Agency is laying the groundwork
for regulatory evolution in the aviation sector. The objective is to establish regulatory frameworks
capable of supporting the safe development and deployment of Al-driven solutions in aviation while
maintaining the highest safety standards. Specifically, in preparation for a certification basis, EASA is
developing guidance that provides a broad perspective on key performance areas that should be
addressed by objectives and anticipated means of compliance for advanced automation and Al-based
systems (EASA, 2024).

An overview of the building blocks and topics with the numbers of associated objectives and provisions
is given in Table 2; see also a more extended summary of the approach in (HUCAN D3.2, 2024), lists of
all EASA Al objectives in Appendix B of the current document, and associated key performance
indicators in (HUCAN D4.2, 2024). The way that Al objectives should be satisfied depends on assurance
levels for system functions as determined from risk results in a functional hazard assessment, or on
security assurance levels for the three security-related objectives, as well as on levels of Al. The scope
of (EASA, 2024) is limited to Level 1 and Level 2 Al applications, as well as to machine learning
techniques (particularly supervised learning). The EASA Al guidance material is expected to be
extended to Al Level 3 and to a broader set of Al technology, including reinforcement learning, logic-
and knowledge-based approaches, and hybrid Al.

Building Block Themes Explanation

Identifying end users, Al interaction,
Characterization (7) concept of operation, system
Trustworthiness functions, and level of automation.

Analysis (21)

Initial safety assessment, including
Safety assessment (3) functional  hazard  assessment,
allocation of assurance levels,
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mitigation needs, verification of
safety objectives. Continuous safety
assessment to ensure continued
safe operations.

Information security (3)

Identifying security risks,
mitigations, and fail-safe under
security threats.

Ethics-based assessment (8)

Ethics-based trustworthiness
assessment, e.g. (High-level Expert
Group on Al, 2020).

Al Assurance (65)

Learning assurance (56)

Learning assurance process
following a W-shaped cycle,
including management of data and
learning processes, model training
and implementation, and
verification of learning, inference
models, data management.

Development and post-ops Al
explainability (9)

Explainability of Al applications to
engineers, certification authorities,
and safety investigators.

Human Factors for Al
(46)

Al operational explainability (10)

Explainability of Al applications to
end users.

Human-Al teaming (11)

Objectives for cooperation or
collaboration between humans and
Al-based systems.

Modality of interaction and style of
interface (16)

Design guidance objectives for new
modes of human-machine
interaction through voice, gesture,
or other.

Error management (5)

Objectives towards reducing risks of
human errors.

Failure management (4)

Objectives to support management
of failure conditions.

Al safety risk
mitigation (2)

Al safety risk mitigation (2)

Safety risk mitigation measures to
mitigate residual risks, e.g. by real-
time monitoring and passivation of
Al systems.

Theme/Provisions

Organisation (8)

High-level provisions to guide
organisations for the introduction of
Al-based systems.
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Table 2. Building blocks and topics with numbers of objectives in the EASA Al guidelines (EASA, 2024).

As this summary highlights, the objectives identified by EASA move toward a more holistic approach
to certification. This approach not only addresses Al assurance, safety, and risk mitigation but also calls
for a rethinking and redesign of human factors paradigms, particularly in relation to redefining
authority in human-Al collaboration. A preliminary Al trustworthiness analysis is introduced as a crucial
step in assessing certification requirements, allowing for an early and comprehensive evaluation of
both technical and operational risks across varying levels of automation.

As outlined by EASA, these Al guidelines—along with their key building blocks and associated
objectives—serve as an initial reference point, offering a preliminary set of actionable objectives. The
primary goal is to provide applicants with a foundational framework to guide decision-making in the
development strategy of ML solutions. However, this initial set of objectives does not yet represent a
definitive or detailed Means of Compliance (MOC). In alignhment with the EU Al Act, while full
compliance with legal and regulatory requirements is only expected at higher maturity levels, when
solutions are ready for real-world testing (Reg. EU 2024/1689, Article 2(8)), this guidance implicitly
promotes a progressive alignment starting from the early design phases.

In light of these considerations, the research activities carried out within HUCAN, including those based
on the Use Cases (UCs) covered by the project (HUCAN D4.1 & D4.2, 2024), have highlighted the
following:

e The centrality of an iterative approach, not only from a technical perspective but also from
a systemic perspective, is crucial for ensuring continuous refinement and improving the
system over time — In system life cycle processes, iteration and recursion are important for
the progressive refinement of processes, system elements, and systems (ISO/IEC/IEEE, 2023).
Especially, interactions between successive verification, validation, and integration processes
can incrementally build confidence in the conformance of the product or service. Such
iterative, cyclic development and associated verification and validation is especially important
for high levels of automation concepts with key roles and responsibilities of Al-based systems.
In particular, the effective use of Al requires an agile and cyclic development methodology
(NASEM, 2023), where the concept of “justified confidence” can be used as a progressive
measure of trustworthiness: developers, testers, and users should gain justified confidence in
Al-based systems over time as they become increasingly familiar with system performance
limits and behaviours. Also in (EASA, 2024) the iterative nature of learning assurance processes
is stressed, as well as for the trustworthiness analysis and the assessments required in the
others building blocks.

e Aligning concepts with compliance objectives from the early stages of design is vital, as it
helps address the challenges of contextualizing these objectives within the development
pipeline and ensures the system meets regulatory requirements throughout its lifecycle —
While approval by certifying authorities especially concerns advanced automation and Al-
based systems at high maturity levels, considering certification objectives at lower maturity
levels can provide effective feedback for their development, and the documentation of the
evaluation studies can provide an effective basis for the certification. However, it is not
immediately clear when and how the different objectives can and should be considered
throughout the development of a solution, as the available information about the concepts,
the technical aspects of the solutions, and the impact on operators and organisations may
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change during the process (HUCAN D4.1 and D4.2, 2024). For this reason, even though stable
references — such as Technology Readiness Levels (TRLs), which provide structure to the
development of new technologies like Al, and Human Readiness Levels (HRLs), which ensure
that a new system can be effectively used by humans (HFES, 2021) — exist, it is still necessary
to contextualise the objectives that can be considered at each stage and the methods that can
contribute to achieving them.

e The process is inherently interdisciplinary and involves multiple stakeholders, requiring
careful coordination to ensure successful certification and the smooth integration of various
expertise and responsibilities — Another key consideration for the development and approval
of advanced automation and Al-based systems is that they require collaboration with a diverse
set of stakeholders during the life cycle stages. Stakeholders are individuals or organisations
having a right, share, claim, or interest in a system or in its possession of characteristics that
meet their needs and expectations (ISO/IEC/IEEE, 2023). In general, stakeholders in aviation
include end users (pilots, air traffic controllers, etc.), end user organisations (airlines, ANSPs),
developers and producers (aircraft manufacturers, surveillance system producers), trainers,
maintainers, authorities and regulatory bodies (EASA, FAA, NSAs), and people influenced by
the system (passengers, municipalities). Here, authorities have the legally responsible role to
award certification and licenses that allow stakeholders to produce or utilise a particular
system. For the development of Al-based systems, in particular, there are important
innovative roles for the Al technology providers and for data providers. However, if the
research and development process and alignment with certification require new
competencies, it is necessary to coordinate different areas of expertise at various stages of
validation.

2.3 Holistic approach supporting R&D towards certification

In summary, the EU Al Act, the HUCAN review and the developing EASA guidelines all stress the need
of a holistic approach for evaluation and approval of Al-based systems, which should extend beyond
typical safety and reliability considerations. Moreover, this concept of holism not only covers the
nature of the objectives that certification should aim for, but also the way in which compliance should
be addressed over time and the type of competencies required to effectively achieve the objectives.

An overview of the key elements of a holistic approach in support of development and approval of
advanced automation and Al-based systems is provided in Figure 3. It shows that the approach involves
coordinating with multiple stakeholders and addresses multiple KPAs in multiple cycles for design,
development and evaluation of advanced automation and Al-based systems for a range of levels of
automation. In these cycles, the maturity of the advanced automation concepts and supporting
technology are increasing and their readiness levels are evaluated for a holistic scope of KPAs. In
coordination with stakeholders, requirements addressing the various KPAs can be updated as the
designers, developers, evaluators and other stakeholders achieve better understanding of the
performance of the overall system and the impact on the KPAs. As such, it supports the development
and certification of trustworthy advanced automation and supporting Al technology.
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Figure 3. Holistic approach in support of development and approval of advanced automation and Al-based
systems of a range of levels of automation, encompassing the interests of multiple stakeholders and
addressing multiple key performance areas in multiple cycles for design, development and evaluation with
increasing readiness levels.

As argued above, certification objectives and requirements are best considered from early design
phases to ensure that emerging R&D solutions and concepts are aligned with compliance requirements
from the outset. In particular for R&D in the S3JU framework, gradual alignment needs to be ensured
of advanced automation and Al-based solutions with the objectives set out in EU Al Act and the
developing guidelines (EASA, 2024).

With the aim of contributing to this alignment effort, HUCAN has developed an approach to facilitate
the harmonization of objectives between the frameworks proposed by SESAR and EASA (see Figure 4).
This approach defines, for each maturity level of a given solution, the specific requirements that should
be met across different KPAs. By adopting the HUCAN approach, it becomes possible to map the
compliance status of a solution both as is and as it shall be at a specific stage within the research and
development pipeline. Furthermore, this approach enables the formulation of targeted
recommendations to enhance compliance wherever gaps are identified, ensuring a structured
pathway toward regulatory and operational alignment. The steps of the HUCAN holistic approach are
provided next in Chapter 3.
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Figure 4. HUCAN holistic approach to facilitate the harmonization of certification objectives in the
development along maturity levels of Al-based systems and advanced automation.
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3 HUCAN holistic framework for certification-aware design

3.1 Introduction

Following the motivation of a holistic framework for certification-aware design in Chapter 2, this
chapter elucidates the steps of the approach as developed by HUCAN. A high-level overview is shown
in Figure 5. The following main elements can be discerned:

e System Design. System design is the start- and endpoint of the cycle by providing the basis for
the assessment, as well as the updated design given the feedback from the assessment. In this
context, the system is the overall sociotechnical system, meaning that it describes the
functioning and interface of the Al-based system(s), the functioning and interaction with other
technical systems, the roles, tasks and responsibilities of human operators, and the
operational conditions for which the system is designed. The way that the design is changed is
up to the design team and it is separated from the assessment of the design.

e Assessment Compass. This step sets the scene for the assessment by determining levels of
automation, technology and human readiness levels (TRLs/HRLs), key performance areas, and
certification objectives. These elements are explained in Section 3.2.

e Holistic Assessment Cycle. This cycle is the core of the framework by assessing multiple KPAs
for critical scenarios of the sociotechnical system with (Al-based) advanced automation. Its
steps are explained in Section 3.3.

e Feedback to Design. Based on the combined KPA results from the holistic assessment cycle,
this step identifies issues in the current design or it identifies/refines requirements or
assurance levels towards a more mature design. The types of feedback are explained in Section
3.4,

The HUCAN holistic framework is supported by a toolbox of methods/tools, which is provided in
Appendix A.

Adapt at same

TRL/HRL Assessment

Compass

Holistic

System Design Assessment Cycle

\_/ Feedback to

Refine towards Design
higher TRL/HRL

Figure 5. HUCAN holistic framework for certification-aware design.
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3.2 Assessment Compass

3.2.1 Determine levels of automation/Al

Where automation may be defined as “The use of control systems and information technologies
reducing the need for human input, typically for repetitive tasks” (EASA, 2024), a level of automation
(LOA) then refers to the extent by which the need for human input has been reduced. Various
taxonomies for LOAs exist (Vagia et al., 2016), typically ranging from manual operation without any
assistance to fully autonomous operations. In (EASA, 2024) Al applications are classified along six
categories Al Level 1A to Al Level 3B, which describe the level of human involvement in the
applications, and Section C.2.1.4 provides guidance on choosing these Al levels. In (SESAR JU, 2024)
these six Al levels are associated with six LOAs, as shown in Figure 6. At all levels the system provides
full support for perception and analysis, but there are differences with regard to the degree of
decision-making, execution, and the authority of the human operator.

e LOA-0 “low automation”: The human operator has full authority, takes all decisions and
implements actions with or without execution support by a Level 1A “human augmentation”
Al system.

e LOA-1 “decision support”: The human operator has full authority, receives decision support by
a Level 1B “human assistance” Al system and implements actions with or without support by
the system.

e LOA-2 “resolution support”: The human operator has full authority, receives resolution
support by a Level 2A “human-Al cooperation” Al system and validates the proposed solution
or comes up with a different solution. The system implements the actions under direction of
the operator.

e LOA-3 “conditional automation”: The human operator has partial authority and supervises the
performance of a Level 2B “human-Al collaboration” Al system. The system selects solutions
and implements the actions. The operator overrides or improves solutions that are not
deemed appropriate.

e LOA-4 “confined automation”: The human operator has limited authority, and only supervises
and possibly intervenes, if requested by the Level 3A “safeguarded advanced automation” Al
system. The system takes all decisions and implements all actions, except if it comes out of a
predefined scope.

e LOA-5 “full automation”: There is no human operator. The Level 3B “non-supervised advanced
automation” Al system decides and acts on its own.

Detailed guidance on how to determine the LOA for an application is provided in e.g. section C.2.1.4
of the EASA Al guidelines (EASA, 2024).
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d d . FULL | Automation acts without human supervision or safeguarding
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Figure 6. SESAR JU proposed new Levels of Automation Taxonomy and correspondence to EASA Al Levels,
adapted from (SESAR JU, 2024).

3.2.2 Determine technology and human readiness levels

Technology and human readiness levels (TRLs/HRLs) support programme management for
development of new technology and ways of working. TRLs provide a nine-level scale to describe the
maturity of technology, which have been developed at NASA (Mankins, 2009) and now widely used.
Recognizing that many system development programs have been deficient in applying established and
scientifically-based human system integration (HSI) processes, the Human Factors & Ergonomics
Society (HFES) developed a standard to define a nine-level scale of HRLs and provide guidance for their
application (HFES, 2021). Here human readiness is the readiness of a technology for use by the
intended human users in a specified intended operational environment. Table 3 gives an overview of
HRLs and TRLs as provided in (HFES, 2021).

Levels 1 to 3 regard basic research and development, levels 4 to 6 regard human factors and technology
demonstrations for increasing levels of fidelity, and levels 7 to 9 regard full-scale testing, production,
and deployment. Transgression from lower to higher levels is based on (funding) decisions/approvals
of R&D organisations and/or system designers/manufacturers at lower and middle levels. Approval by
a certifying authority especially concerns TRL/HRL 8, but as part of the cyclic development the
regulator should be involved at lower TRL/HRL to assure that the viewpoints and feedback of this key
stakeholder are incorporated at a sufficiently early stage. TRL/HRL 9 applies to continuous safety
management in operation, including oversight by regulatory bodies. As explained in (HFES, 2021), TRL
and HRL levels should remain aligned in design and development activities, as misalighment may
generate programme risks, depending on the phase of the development and the extent of the
discrepancy.

The types of evaluation methods that can be used effectively in the development and that may provide
objective evidence that may be used in certification depend on the TRL and HRL of the system under
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consideration. Therefore, as a first step in the evaluation approach, a suitable TRL and HRL should be
determined using the definitions in Table 3. Guidance on determining HRL is in (HFES, 2021), while
guidance on TRL for SESAR projects is in (SESAR JU, 2025).

Level HRL TRL
Basic principles for human characteristics,
1 performance, and behaviour observed and Basic principles observed and reported
reported
) Human-centred concepts, applications, and Technology concept and/or application

guidelines defined

formulated

Human-centred requirements to support
3 human performance and human-
technology interactions established

Analytical and experimental critical
function and/or characteristic proof of
concept

Modelling, part-task testing, and trade
4 studies of human systems design concepts
and applications completed

Component and/or breadboard validation
in laboratory environment

Human-centred evaluation of prototypes in
5 mission-relevant part-task simulations
completed to inform design

Component and/or breadboard validation
in relevant environment

Human systems design fully matured and
demonstrated in a relevant high-fidelity,

System/subsystem model or prototype

6 . . . .
simulated environment or actual demonstration in a relevant environment
environment
Human systems design fully tested and
7 verified in operational environment with System prototype demonstration in an
system hardware and software and operational environment
representative users
Human systems design fully tested,
verified, and approved in mission -
. : PP Actual system completed and qualified
8 operations, using completed system .
. through test and demonstration
hardware and software and representative
users
System successfully used in operations
9 across the operational envelope with Actual system proven through successful

systematic monitoring of human-system
performance

mission operations

Table 3. Human and technology readiness levels; based on Table 5-1 of (HFES, 2021).

3.2.3 Determine key performance areas

The most important characteristic of the holistic validation framework is that it covers a broad scope
of KPAs. As a basis the assessment team should determine in coordination with the stakeholders what
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KPAs should be addressed for a particular application. The following KPAs are included in the holistic
framework.

e Human Factors (HF). Topics for validating human-system integration (HSI) in operational
concepts with advanced automation include human-Al team models, processes and
interaction, situation awareness in higher LOAs, Al transparency and explainability in
operations, trust, decision bias, training, and overall HSI (NASEM, 2022). HF have a key impact
on robustness, safety and security of Al-supported operations, variability in human behaviour
contributes to flexibility and uncertainty, and accountability and responsibility of human
operators in relation with other stakeholders is a key aspect for successful introduction of
higher LOAs. In the EASA Al guidelines the importance of HF for Al is recognised and a range
of objectives are presented in Section C.4 of (EASA, 2024) for topics covering Al operational
explainability, human-Al teaming, human-Al interfaces, and error, failure and workload
management. The HRLs can be used as a structure to validate the HSI in advanced automation
concepts using Al-based systems. In particular, (HFES, 2021) provides for each HRL, a series of
evaluation activities and the associated supporting evidence, and the exit criteria to a next HRL
level.

e Accountability. Accountability is one of the seven requirements for trustworthy Al systems as
defined in (High-level Expert Group on Al, 2019) and explained in (Diaz-Rodriguez et al., 2023).
Accountability is linked to the principle of fairness and as such is closely related to risk
management, so as to prevent unfair adverse effects. Here, risks must be identified and
mitigated transparently, to allow verification by third parties. Independent auditing of data,
algorithms and design processes are needed for this and must be supported by techniques and
tools. The use of impact assessments (e.g. red teaming or forms of Algorithmic Impact
Assessment) both prior to and during the development, deployment and use of Al-based
systems can be helpful to minimise potential negative impact. For advanced automation cases
where Al-based systems interact with humans, grading schemes can be used, which address
aspects such as the predictability of an Al-based system, its reliability in performing its tasks,
its competence in dealing with similar future situations, and trust by users in the overall
system. Accountability also implies that tensions between requirements or the interests of
stakeholders must be traded off in a rational and methodological manner. Trade-offs should
be explicitly acknowledged and documented as part of the risk management, supporting the
continuous review of their appropriateness. Furthermore, accountability concerns the
possibility to redress an Al-based system, if it has contributed to adverse outcomes.

e Responsibility. Responsibility generally means that persons in charge of tasks accept the
consequences of their actions/decisions to undertake the tasks, whether they result to be
eventually right or wrong. When translating this concept of responsibility to Al-based system:s,
decisions issued by the system in question must be legally compliant, ethical, and traceable to
an accountable person or organisation. A responsible Al-based system requires ensuring
auditability and accountability during its design, development and use, according to
specifications and the applicable regulation of the domain of practice in which the Al system
is to be used (Diaz-Rodriguez et al., 2023). In operational concepts with increasing levels of
automation there is a shift in the level of authority of human operators to Al-based systems.
This shift implies a shift in responsibility from human operators to shared responsibility
between human operator and system, and to full responsibility of the system at the highest
level of automation. Responsibility in advanced automation concepts thus requires ensuring
auditability and accountability of the human-system integration aspects in the operations,
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including system design, development, manufacturing and maintenance, human-machine
interfaces, training of human operators, explainability, etc.

e Liability. Liability is the state of being legally responsible for something, e.g. a manufacturer’s
legal responsibility to the consumer of its product. In complex organisations liability and
responsibility can be tied to potential faults or accountabilities of multiple stakeholders, which
is known as the problem of many hands (Thompson, 2017). Advanced automation concepts
that include shifts in authority and responsibility can lead to uncertainty and concern about
responsibility and liability in the case of incidents and accidents. This can have an impact on
the safety culture and in particular the just culture in organisations like ANSPs and airlines
(Kirwan, 2024). He argues that if just culture is to be preserved, rationales and arguments need
to be developed that will stand up in courts of law. These must protect crew and workers who
made an honest (i.e., a priori reasonable) judgement about whether to follow Al advice, and
whether to intervene, contravening Al autonomous actions seen as potentially dangerous. Al
regulatory sandboxes are test environments described by the Al Act in Article 57 (EU, 2024).
They act as test beds and safe playgrounds that allow assessing the compliance of Al systems
with respect to regulation, risk mitigation strategies, conformity assessments, accountability
and auditing processes established by the law (Diaz-Rodriguez et al., 2023). Such sandboxes
support pre-market auditability and conformity checks, as well as post-market monitoring and
accountability.

e Safety. Safety has been and maintains the prime KPA in aviation certification, also for
advanced automation and Al-based systems. As described in (HUCAN D3.1, D3.2, 2024)
functional hazard assessment (FHA) approaches lead to ranges of requirements for system
design and development using allocation of assurance levels, but they do not provide the
means to assess in detail whether safe performance has been sufficiently attained for a specific
advanced automation operational concept. In particular, methods are needed that assess the
detailed functioning of the Al-based systems, while interacting with other systems and human
operators in a traffic environment. The dynamics, feedback loops and typically non-linear
behaviour of the interacting agents need to be accounted for in situations with normal
variability, as well as in situations with non-nominal or failure conditions. The overall
performance and risks that may emerge in such operational concepts need to be assessed and
evaluated.

e Resilience. In a holistic framework the level of resilience of Al-based advanced automation
operations needs to be considered. A sociotechnical system is resilient, if it can adjust its
functioning prior to, during, or following changes and disturbances, and thereby sustain
required operations under both expected and unexpected conditions (Hollnagel, 2014).
Resilience Engineering is the discipline that focuses on developing principles and practices to
support resilience of sociotechnical systems (Hollnagel et al., 2006), so as to support safety
and efficiency of its operations. In a review of resilience papers by Bergstrom et al. (2015) it
was identified that overall the prime need for resilience is considered to be the complexity of
modern sociotechnical systems and their inherent risks, the prime object of resilience is the
capacity to adapt, so as to keep the complex and inherently risky system within its functional
limits, and the prime subject is the individual. As such, analysing and improving resilience has
links to various KPAs, including human factors, safety, and efficiency.

e Security. Security incidents, i.e. intentional events by attackers that may lead to operational
interruption or disruption, have to be avoided, as they pose a risk for safety and the continuity
of operations. The use of (Al-based) advanced automation in highly connected sociotechnical
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systems poses new cyber-security threats. Evaluation and control of security risks is an
important component in the development of Al-based systems for advanced automation.

e Environmental sustainability. The validation of sustainability criteria for environmental
impacts of the advanced automation and Al-based systems should be incorporated in the
validation framework, as laid out in the Al Act (EU, 2024). It entails that the system’s
development, deployment and use process, as well as its entire supply chain, is assessed with
regard to its environmental impact, such that the most environmentally friendly choices can
be made. Existing guidelines for environment assessment like (SESAR JU, 2024a) focus on the
environmental impact of flight operations and on changes due to adaptations in the
operations. For the impact of Al-based systems such assessments may be extended by
assessment of impact of the Al ecosystem.

e Societal sustainability. The validation of sustainability criteria for societal impacts of the
advanced automation and Al-based systems should be incorporated in the validation
framework, as laid out in the Al Act (EU, 2024). It includes Al ethics like passenger safety, third-
party safety, fairness, privacy, transparency and human oversight.

e Efficiency. Efficiency relates to the costs and benefits for stakeholders. In ATM, efficiency also
addresses matters like punctuality, and number of flight movements (traffic volume)
processed (per hour, per year, per inbound peak, etc). Here, often a trade-off can be observed
between efficiency and safety: if the number of flight movements in a given time period is
increased, a higher number of conflicts between those flights can be expected, and vice versa.

3.2.4 Identify certification objectives

In this step relevant objectives are identified that have been defined by the certifying authority. For
Al-based systems and advanced automation concepts the key basis for these objectives are the
objectives of the EASA Al guidelines with guidance for ML applications (EASA, 2024). An overview of
the topics for these objectives is listed in Table 2 in Section 2.2, while a list of all objectives and
associated key performance indicators is in Appendix A of (HUCAN D4.2, 2024). The scope of (EASA,
2024) is limited to Level 1 and Level 2 Al applications, as well as to machine learning techniques
(particularly supervised learning). The guidance material is expected to be extended to Al Level 3 and
to a broader set of Al technology, including reinforcement learning, logic- and knowledge-based
approaches, and hybrid Al. As such the set of objectives for certification is expected to grow given
these extensions. Also the objectives for topics that are in the current scope may change as result of
continuing research on the requirements for trustworthy Al in aviation and ATM.

Considering the current set of objectives in (EASA, 2024) it can be recognised that they cover a broad
scope of KPAs and have various levels of granularity. For instance, for safety and information security
risk there three objectives per KPA, addressing that assessments should be done and be supported by
suitable data and metrics. For Al assurance and HF large sets of objectives are defined, which describe
in detail objectives for data handling, learning processes, and interactions of humans with Al-based
systems. A mapping of applicable objectives has been made depending on the level of automation,
where particular objectives are only addressed for higher levels. In a systematic analysis of the
applicability of the objectives to four use cases in HUCAN, it was found that in the range of 65% to 86%
of them are relevant (HUCAN D4.2, 2024). Interestingly, there are also objectives that are defined out
of the scope for particular levels of automation in (EASA, 2024), but that are considered relevant for
use cases, such as particular objectives for ethics and human factors. Furthermore, the applicability of
each relevant objective was assessed for the technology readiness level of each use case. Here it was
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found that in the range of 6% to 37% of the overall sets of objectives are applicable for the TRL of the
use case.

For the identification of certification objectives in the Assessment Compass, it is worthwhile to
consider the relevance of all objectives of (EASA, 2024) and not to limit the set a priori based on the
level of automation. Next, an evaluation needs to be made of the applicability of the objectives given
the level of automation, the type of Al system (e.g. using supervised learning or not), the relevant KPAs,
and the maturity of the design. Certification objectives that are not considered relevant in the current
holistic assessment cycle must be listed, as they may become relevant at a later assessment cycle.
Further guidance on how the HUCAN framework can support achieving objectives of the EASA Al
guidelines is provided in Chapter 4.

3.3 Holistic Assessment Cycle

A detailed overview of the processes in the HUCAN holistic framework is shown in Figure 7. It shows
the design of an Al-based system and the associated advanced automation ConOps, the assessment
compass, the holistic assessment cycle, and the feedback processes for the design, where a transition
to a higher technology/human readiness level of the system and ConOps is supported.

Maturity System Design Assessment Holistic Assessment Cycle

) N Compass - ~

Jetermine LOA, TRL, 1. Identify

Al-based system(s) HRL, KPAs, certification objectives, scope,
ConOps ; ‘

2. Describe
sociotechnical
system

3. Identify varying
conditions

objectives criteria

Identify issues in 6. Evaluate

Adapt design at . ; .
TRL/HLR k same TLR/HRL sociotechnical combined KPA
system results

4. Construct critical
scenarios

5. Assess KPAs

Identify / Refine
requirements / ALs
for sociotechnical
system

7. Improve
assessment data/
methods/tools

Refine design
towards higher
TRL/HRL

S/
~
Al-based system(s) . L !dentlfy 2._Descr|b_e 3. Identify varying
objectives, scope, sociotechnical ..
ConOps o conditions
criteria system
TRL/H LR k+1 Adapt design at IdenFIfV ISSLI'ES - o E\lfaluate 4. Construct critical
sociotechnical combined KPA 5. Assess KPAs o
same TLR/HRL scenarios
system results
Refine design Ide_ntn‘y/ e 7. Improve
. requirements / Als
towards higher PE—_— assessment data/
TRL/HRL methods/tools
system

Figure 7. Overview of relations between system design and feedback to design from a holistic assessment
cycle in support of transitioning to next technology/human readiness levels.
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As highlighted, the holistic assessment cycle consists of the following subsequent steps:

Identify objectives, scope, criteria

Describe sociotechnical system
Identify varying conditions
Construct critical scenarios
Assess KPAs

Evaluate combined KPA results

NouswnNe

These steps are explained in the following sections.

Improve assessment methods/tools (as a feedback loop from step 6 to step 5).

The framework is supported by the toolbox of methods/tools that is described in Appendix A. An
overview of these methods/tools and their associated KPAs, TRL/HRL, and LOAs is provided in Table 4.

Method KPAs TRL/HRL LOA Section
; : TRL 2-9
ABMS (Agent-Based Modelling & Safety, Security, HF, 0-5 A2
Simulation) Resilience HRL 2-8
. Accountability, TRL 4-9
Al RMF (Al Risk Management - 0-5 A3
Responsibility, HF, HRL 4-9
Framework) )
Safety, Security
BUSA (Bias, Uncertainty and Sensitivity All TRL 2-9 0-5 A4l
Analysis) HRL 2-9
Environmental Assessment of Al Environmental 0-5 A5
. e TRL 3-9
Ecosystem sustainability
FMEA (Failure Mod.es and Effects Safety TRL 3-6 0-5 A6
Analysis)
FRAIA (Fundamental Rights and Societal TRL 4-9 0-5 A7
Algorithms Impact Assessment) sustainability HRL 4-9
TRL 3- -
HAZOP (Hazard and Operability study) HF, Safety 36 0-5 A8
HRL 3-6
Heuristic Evaluations HF,.S.afety, HRL 3-6 0-4 A9
Efficiency
HITL (Human-In-The-Loop) Simulations HF, Safety, HRL 5-9 0-4 A.10
& Wizard of Oz Efficiency
HTA (Hierarchical Task Analysis) HF, Efficiency HRL 3-6 0-4 A1l
NSV-4 diagram (System Functionality Safety TRL 2-6 0-5 A.12
and Flow model)
Liability, TRL 4.9
Responsibility & Liability Analysis Responsibility, HRL 4-_9 0-5 A13
Accountability
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TRL 1- _
Safety Scanning and Security Scanning Safety, Security HRL 1_2 0-5 A.14
SecRAM (Security Risk Assessment Security TRL 2-6 0-5 A.15
Methodology)
. : HF, Safety, 0-4 A.16
Usability Testing Efficiency HRL 3-6

Table 4. List of validation methods in the toolbox and associated KPAs, TRL/HRL, LOA, and a reference to the
associated section in Appendix A.

3.3.1 Identify objectives, scope, criteria

Objectives. The objectives of the holistic assessment are defined in coordination with relevant
stakeholders and commensurate with (and proportional to) the technology and human readiness
levels of the sociotechnical system as well as the level of automation. These objectives include the
definition of the KPAs that will be included in the assessment (see Section 3.2.3) and relevant
certification objectives (see Section 3.2.4). The objectives set may depend on the TRL/HRL of the
system design. For instance, at low readiness levels it may be decided to exclude particular KPAs, since
the details of the system design are not sufficiently known for meaningful assessment.

Scope. The operational scope of the assessment is defined, expressing the boundaries of the
operational area considered, and the types of functions or the types of equipment/procedures/people
that are included. The scope may depend on the TRL/HRL of the system design. For instance, at low
readiness levels a broad scope, involving the global performance of various interacting agents, may be
used, while at higher readiness levels a more focused scope may be used to study particular agents in
detail, e.g. human-Al interaction in selected scenarios.

Criteria. In coordination with relevant stakeholders absolute or relative performance criteria for the
KPAs, which define acceptable versus unacceptable performance, are adopted. Relative criteria specify
that the performance of the sociotechnical system for a particular KPA should improve by a certain
extent or should not degrade by more than a certain extent with respect to a reference (e.g. an existing
system). Absolute criteria specify the required performance at a fixed scale. A well-known example of
absolute criteria is a risk matrix, as shown in Table 5. This defines the acceptability of combinations of
severity and likelihood levels of scenarios that may occur in the sociotechnical system.

As there are typically multiple KPAs that are considered in a holistic assessment cycle, there are
multiple criteria that need to be defined, for instance criteria for safety, security, sustainability,
resilience, and responsibility. These criteria are used in the last step of the holistic assessment cycle
(Section 3.3.6), where the combined results of the KPA assessments are evaluated as a basis for the
feedback to design (Section 3.4). Basically, a refinement of the design to a higher TRL/HRL is supported
if the KPA results are sufficiently acceptable, while an adaptation of the design at the same TRL/HRL is
needed if the KPA results are not acceptable.

Likelihood Severity level

level 1 2 3 4 5

A Unacceptable | Unacceptable Unacceptable | Unacceptable Tolerable
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Unacceptable | Unacceptable Unacceptable Tolerable

B
C Unacceptable | Unacceptable Tolerable
D Unacceptable Tolerable \—

Tolerable

Table 5. Example of a generic risk matrix with criteria for acceptability of likelihood-severity combinations.
3.3.2 Describe sociotechnical system

In this step the sociotechnical system, including the Al-based system and advanced automation, is
described. It involves the objective of the operation, the operational context, environmental
conditions, the functioning and interface of the Al-based system, the functioning and interaction of
other technical systems, the roles, tasks and responsibilities of human operators and their interaction
with all relevant technical systems (including the Al-based systems). It also explicitly includes
assumptions and constraints in the description of the sociotechnical system. It serves as an agreed,
documented basis for the KPA assessments.

The main input for the description is documentation on the system design on the ConOps and the Al-
based system(s) considered. Additional information may be needed, and this can be formalised as
assumptions and constraints in the assessment cycle (which may become requirements in the
feedback to design). As the systems and ConOps mature at higher TRLs/HRLs, the descriptions typically
become more detailed. This higher level of detail also reflects the requirements and assurance levels
that have been set in the feedback to design at a lower TRL/HRL.

3.3.3 Identify varying conditions

The purpose of this step is to identify all kinds of disturbances and performance variability that can
influence operations of the sociotechnical system. These can include frequently occurring conditions,
like normal sensor errors, normal transmission delays, typical reaction times of human operators,
differences in interpretations by humans, normal weather variability, but they also include rarer
conditions, like system failures, extreme weather, particular errors by human operators. Varying
conditions are identified with respect to all (possibly Al-based) technical systems, human operators
and their interactions in the operational context. Sources for the identification of varying conditions
include lists of hazards and issues, safety studies, Al and HF literature, and brainstorm sessions.

The identification of varying conditions is performed for a sociotechnical system at a particular
TRL/HRL and for the KPAs that are in the scope of the assessment cycle. If the sociotechnical system
gets more mature, with more detailed information on its (Al-based) systems and the relations between
humans, equipment and procedures, then more specific types of varying conditions can be identified,
whereas more abstract varying conditions are identified in early readiness levels.

3.3.4 Construct critical scenarios

The purpose of this step is to construct scenarios that represent a critical impact on a KPA, e.g. a
scenario leading to small distance between a pair of aircraft (safety), a scenario leading to an
environmental problem, a scenario leading to a liability issue, etc. The critical scenarios are expanded
by describing how agents of the sociotechnical system and related varying conditions may contribute
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to the KPA-critical effect. The aim of these critical scenarios is to bring into account all relevant ways
by which varying conditions for the Al-based system and other agents in the sociotechnical system may
have an impact on a KPA.

For each operational condition (e.g. certain flight phases and associated geographical locations) that
fall within the scope of the assessment, relevant scenarios are developed that may result from varying
conditions, e.g. ‘conflict between two aircraft converging on one route’. Such scenarios are then used
as focal points for attaching associated varying conditions and effects in KPAs. To cope with the
complexity in these scenarios, clusters of similar varying conditions are identified. Such clusters may
play a role in multiple scenarios. This way of constructing scenarios on the basis of varying conditions
sets a basis for a systematic assessment of KPAs.

An example of the construction of a critical scenario for the KPA safety is shown in Figure 8. The
diagram shows a combination of conditions and root hazards that may lead to a conflict, and resolution
hazards that may complicate an effective resolution of the conflict, such that it may evolve into some
incident or an accident.

Example for a runway incursion scenario:
Y e Root hazard a: Pilots react on clearance for
IRez another aircraft and start crossing;
hazard a . -
e Root hazard b: Pilots cross without clearance;

Root e Hazardous situation: Aircraft crossing runway
hazard b -
while it should not;

e Condition: Other aircraft has initiated take-

Root cluster  / off;

B e  Conflict: Aircraft taking off while another
aircraft is crossing the runway and it should

Hazardous
situation

\ not;
ResonGen e Resolution hazard c: Pilots of crossing aircraft
hazard ¢ do not frequently look for conflicting traffic;
) e Resolution hazard d: Pilots of crossing aircraft
Resolution
hazard d are not tuned to frequency of runway
Conflict . . .
evolution controller communication system;
Conflict evolution: Possible ways of evolution

Resolution cluster /

of the runway incursion conflict, e.g. leading

to some incident or an accident.

Figure 8. Example of a scenario diagram for the KPA safety, addressing risks associated to a runway incursion
(Stroeve et al., 2008).

3.3.5 Assess KPAs

In this step assessments are made of the constructed critical scenarios (from Section 3.3.4) for the
KPAs and associated criteria in the scope of the study (see Section 3.3.1). So, for instance, this may
consider a quantitative assessment of safety or security risks, or it may consider a qualitative
assessment of responsibility and liability issues. The assessment of KPAs typically takes most effort of
the steps in the holistic assessment cycle. It can be supported by a variety of methods and tools,
depending on the specific KPAs, on the types of results (qualitative/quantitative), and on the level of
uncertainty in the KPA results that is acceptable. There can be feedback from the step “Improve
assessment methods/tools” if the uncertainty in the KPA results is considered excessive (see Section
3.3.7).
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The assessment of KPAs is supported by the methods in the toolbox as presented in Appendix A. This
toolbox is not exclusive, and also other methods may be used for the assessment of particular KPAs.
The choice of suitable methods is supported by the overview listed in Table 4, which provides
associated KPAs, readiness levels and levels of automation. In addition to this overview the advantages
and disadvantages of the methods as documented in Chapter Appendix A should be taken into
consideration when choosing appropriate methods for the objectives and scope of the study.

The result of the KPA assessment is an overview of the assessed KPAs, as well as an overview of the
uncertainties in the assessment results and/or of the assumptions or limitations of the assessment
processes.

3.3.6 Evaluate combined KPA results

The results of the assessment of the KPAs are combined and they are evaluated with respect to
acceptability criteria. The explicit evaluation of uncertainty in the results and/or argumentation on the
assumptions or limitations of the assessment processes form a key basis for this evaluation. The result
of the evaluation may lead to the following types of conclusions and basis for feedback to design.

1. It may be concluded with sufficient certainty that the performance of the Al-supported
sociotechnical system is not acceptable for one or more KPAs. This means that the Al-based system
design cannot pass the current TRL/HRL and that the Al-based system and/or aspects of the
encompassing sociotechnical system would need to be adapted in an additional development
cycle. This leads to the step “Identify issues in sociotechnical system” as part of the feedback to
design.

2. It may be concluded with sufficient certainty that the performance of the Al-supported
sociotechnical system is acceptable for all KPAs. This implies that the Al-supported sociotechnical
system is considered suitable at the current readiness level of the design. This leads to the step
“Identify/Refine requirements/Als for sociotechnical system” as part of the feedback to design.

3. It may be concluded that there is insufficient certainty to evaluate the performance of the Al-
supported sociotechnical system for one or more KPAs, and this prevents reaching a verdict on the
acceptability of the sociotechnical system. In this case one of the following next steps can be taken.

a. It may be decided that additional data or other methods/tools may sufficiently reduce the
level of uncertainty in the assessment results. This leads to the step “Improve assessment
data/methods/tools” in the holistic assessment cycle.

b. If the level of uncertainty is high for several critical scenarios and KPAs, it may be decided
to redevelop the Al-based system and/or aspects of the encompassing sociotechnical
system. This leads to the step “Identify issues in sociotechnical system” as part of the
feedback to design.

3.3.7 Improve assessment data/methods/tools

If the level of uncertainty in one or several KPA assessment results is too high to reach a conclusion on
the acceptability of the advanced automation (Al-based) sociotechnical system, it may have been
decided to improve the assessment(s). This can be achieved in various ways.
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1. Additional information may be gathered to improve the assessment(s), such as supporting
data, expert opinion, or related research results from the literature. This new information may
reduce the uncertainty in the assessment(s).

2. Models or techniques used in the assessment(s) may be extended, such that the uncertainty
in the assessment results may be reduced.

Other assessment techniques or tools (from the list in Table 4 or otherwise) may be applied in an effort
to reduce the level of uncertainty in the assessment results for the KPAs.

3.4 Feedback to Design

Based on the decision reached in the step “Evaluate combined KPA results”, feedback to design is
achieved by either

1. Identify issues in sociotechnical system, or
2. ldentify/Refine requirements/ALs for sociotechnical system.

3.4.1 Identify issues in sociotechnical system

If the performance of the Al-supported sociotechnical system is (potentially or certainly) not
acceptable for one or more KPAs, the system design needs to be adapted. In support of such
redevelopment the critical scenarios, varying conditions, and actions of agents that have been
assessed to contribute to the poor performance for a KPA are shared with the developers. The
information on these issues supports the designers in improving the Al-based system(s) and ConOps.

3.4.2 Identify/Refine requirements/ALs for sociotechnical system

If it has been assessed with sufficient certainty that the performance of the sociotechnical system is
acceptable for all KPAs in the scope of the study, then the premises of the assessment provide a basis
for identifying or refining requirements and assurance levels in the system design towards higher
readiness levels.

Assumptions made in the assessment may be transformed into requirements. For instance, if it was
assumed that operations are done within a particular speed range, then it may be included as a
requirement to operate within such a range. Alternatively, such assumption may be a reason to
improve the assessment (by extending the assessed speed range).

In the case that a model of the sociotechnical system was used for the assessment of KPAs, wherein
the model explicitly describes the performance of the agents, including nominal and non-nominal
modes, then the models form a basis for the identification of requirements for the system design. For
instance, if a model for a communication link applies a particular failure rate, then, given that the KPA
results are acceptable, this failure rate in the model may be used as an upper bound for a
communication link failure rate as a design requirement.

It may follow from the KPA assessment(s), that the performance of particular agents (like human
operators or Al-based systems) or groups of agents is critical for the acceptability of the overall
performance of the sociotechnical system. This means that the overall performance is acceptable if
the performance of the agents is within an expected range, but that it is sensitive for performance
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variations, such that it may become unacceptable for agents’ performance outside of the expected
range. In line with such level of criticality, assurance levels can be set for the performance of agents,
which define the level of rigour in assuring that the performance of the agents remains within ranges
that are compatible with overall acceptable performance of the sociotechnical system.

The requirements and assurance levels determined at a particular TRL/HRL readiness level k are a basis
for the refinement of the design towards a higher TRL/HRL k+1. Furthermore, the requirements and
assurance levels from TRL/HRL k may provide a basis for determining the requirements and assurance
levels for the more detailed design at TRL/HRL k+1.
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4 Applying the HUCAN framework for achieving EASA objectives

The purpose of this chapter is to explain how the HUCAN holistic framework (Chapter 3) and associated
methods in the toolbox (Appendix A) can be applied in association with the objectives of the EASA Al
guidelines (EASA, 2024). For a list of all objectives, see Appendix B.

4.1 Coupling with EASA objectives

4.1.1 Characterisation and classification of the Al application

There are 7 objectives of the Trustworthiness Analysis of (EASA, 2024) that identify end users, Al
interactions, the concept of operation, system functions, and the level of automation. These objectives
can be addressed in several components of the HUCAN framework.

0bj.CO-01: The applicant should identify the list of end users that are intended to interact with the Al-
based system, together with their roles, their responsibilities (including indication of the level of
teaming with the Al-based system, i.e. none, cooperation, collaboration) and expected expertise
(including assumptions made on the level of training, qualification and skills).

0bj.CO-02: For each end user, the applicant should identify which goals and associated high-level tasks
are intended to be performed in interaction with the Al-based system.

Objective CO-01 is addressed in the ConOps description in the System Design and in the initial two
stages of the Holistic Assessment Cycle. Objective CO-02 is focused on end users’ goals and high-level
tasks, rather than on detailed tasks (EASA, 2024). It is addressed in the ConOps description in the
System Design and in the initial two stages of the Holistic Assessment Cycle. Furthermore, in
consideration of the goals of end users, relevant KPAs can be determined in the Assessment Compass.

The activities are also supported by methods in the HUCAN toolbox, such as

e Responsibility & Liability Analysis (Appendix A.13), which starts with identifying the list of end
users, and proceeds to identify tasks, roles, and responsibilities of human operators and their
interaction with all relevant technical systems (including the Al-based systems).

e Safety scanning and Security scanning (Appendix A.14) show stakeholders the loose ends that
require further attention from safe/secure concept development, safety/security oversight,
legislation, regulation, safety/security management, operational safety/security, and
technology.

e Usability Testing (Appendix A.16), which starts with identifying the list of end users, and
identifies the tasks the users will perform using the user interface.

0Obj.CO-03: The applicant should determine the Al-based system taking into account domain-specific
definitions of ‘system’.

This objective is addressed by the initial two steps of the Holistic Assessment Cycle, so as to define the
Al system in the light of the scope of the study.
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0Obj.CO-04: The applicant should define and document the ConOps for the Al-based system, including
the task allocation pattern between the end user(s) and the Al-based system. A focus should be put on
the definition of the OD and on the capture of specific operational limitations and assumptions.

The operational domain (OD) considers the operating conditions under which a given Al-based system
is specifically designed to function as intended, including operating in normal, non-normal, and
emergency conditions. Anticipated MOC-CO-04 in (EASA, 2024) describes the expected scope and level
of detail of the ConOps, including end-user-centric descriptions of operational scenarios, task
allocation and interaction schemes between end-users and Al-based system, and earlier identified
risks, mitigations, limitations and conditions on the Al-based system. Operational scenarios should
cover nominal cases, degraded modes of Al-based systems and environmental conditions. In the
HUCAN framework this broad objective is addressed by the ConOps description in the System Design
and in the initial four stages of the Holistic Assessment Cycle, explicitly including the identification of
varying conditions and critical scenarios.

Similar as at Obj.CO-02, HUCAN toolbox methods Responsibility & Liability Analysis (Appendix A.13)
and Usability Testing (Appendix A.16) are of use here as well, as they support looking at the task
allocation between user and Al-based system.

0bj.CO-05: The applicant should document how end users’ inputs are collected and accounted for in
the development of the Al-based system.

Anticipated MOC-CO-05 indicates that end-user representatives should be engaged in planning,
design, validation, verification and certification/approval of an Al-based system (EASA, 2024). It entails
that end-user representatives should be engaged in all phases of the HUCAN framework, including
system design, determining relevant KPAs, the assessment and evaluation of KPAs, and the feedback
to design.

0Obj.CO-06: The applicant should perform a functional analysis of the system, as well as a functional
decomposition and allocation down to the lowest level.

Anticipated MOC-CO-06 indicates that this includes the allocation of subfunctions to subsystems,
including Al-based constituents (EASA, 2024). This decomposition and allocation can be performed in
Step 2 Describe sociotechnical system of the holistic assessment cycle.

Supporting methods from the HUCAN toolbox include

e Al RMF (Appendix A.3), which includes methods for Al characterization.

e HTA (Appendix A.11), which aims at functional decomposition at the level of human or
automation tasks.

e NSV-4 diagram (Appendix A.12), which looks at the functional decomposition from the
perspective of the technical system.

Obj.CL-01: The applicant should classify the Al-based system, based on the levels presented [by EASA],
with adequate justifications.

Anticipated MOC-CL-01-1 and MOC-CL-01-2 of (EASA, 2024) provide guidance on classifying the Al-
based system. In the HUCAN framework, the classification of the level of automation is part of the
Assessment Compass.

Page | 41

2025-SESAR 3 JU EUROPEAN PARTNERSHIP Co-funded by

the European Union




HOLISTIC APPROACH TO APPROVAL AND CERTIFICATION OF AUTOMATED SYSTEMS
Edition 01.00

sesar’

JOINT UNDERTAKING

4.1.2 Safety assessment of ML applications

There are 3 objectives for safety assessment in (EASA, 2024), describing initial and continuous safety
assessment processes that are achieved in development and operational phases, respectively.

Obj.SA-01: The applicant should perform a safety (support) assessment for all Al-based (sub)systems,
identifying and addressing specificities introduced by Al/ML usage.

This objective addresses the need for a safety (support) assessment during the development phase. In
Section C.2.2.3 of (EASA, 2024) various anticipated MOCs are presented regarding DAL/SWAL
allocation; metrics; identification, classification, assessment, and mitigation of (data) uncertainties;
failure modes of Al-based systems; verification and links of the safety assessment with performance
metrics and generalisation bounds.

In the HUCAN framework such safety assessment is done using the holistic assessment cycle for the
KPA safety, the feedback to design, and the supported maturing of the design. The assessment cycle
includes the identification of uncertainties and failure modes, and the assessment of their impact on
the safety of operations with (Al-based) automation. The feedback to design includes critical issues
that need to be improved in the design, and requirements and assurance levels for further
development of the design. The HUCAN toolbox includes several methods that support such safety
assessment, including:

e ABMS (Appendix A.2), which can be used in safety assessment of a variety of operations and
conflict scenarios, including but not limited to air operations (e.g. en-route traffic, self-
separating traffic, unmanned systems), maintenance, training and aerodromes (e.g. runway
incursions, taxiing traffic).

e Al RMF (Appendix A.3), which can be used in support of design, development, deployment, or
use of Al systems to manage risks of Al, including safety risks.

e BUSA (Appendix A.4), which aims to get detailed insight into the effect of all uncertainties
including parameter value variations and assumptions adopted hence is an important step in
verification and validation of model-based safety risk assessment.

e FMEA (Appendix A.6), which can be used for analysis of failure modes of technical systems,
including but not limited to aircraft systems (initial and continuing airworthiness) and
ATM/ANS ground equipment, including maintenance. Variations such as SWFMEA (Software
Failure Modes and Effects Analysis) or HEMECA (Human Error Mode, Effect and Criticality
Analysis), are available, dedicated to the analysis of software and human errors, respectively.

e HAZOP (Appendix A.8), which can be used to discover potential hazards, operability problems
and potential deviations from intended operation conditions, and to establish approximate
qualitative likelihoods and consequences of events.

e HITL (Appendix A.10), which can be used to evaluate the performance of humans dealing with
the Al-based systems and the impact on safety.

e NSV-4 diagram (Appendix A.12), which can be used in support of functional modelling and
deriving safety requirements.

e Responsibility & liability analysis (Appendix A.13), which can be used to assess the
responsibility and liability of stakeholders in safety-critical scenarios.

e Safety Scanning (Appendix A.14), which can be used to check that all aspects important for
safety regulation, safety risk management, safety architecture and operational safety have
been addressed.
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Obj.SA-02: The applicant should identify which data needs to be recorded for the purpose of supporting
the continuous safety assessment.

Obj.SA-03: In preparation of the continuous safety assessment, the applicant should define metrics,
target values, thresholds and evaluation periods to guarantee that design assumptions hold.

Anticipated MOC for above objectives in (EASA, 2024) indicates that data should be collected in
support of the monitoring of in-service events to detect potential issues or suboptimal performance
trends that might contribute to safety margin erosion, or to service performance degradations. In
addition, data should be collected in support of the guarantee that design assumptions hold.
Associated metrics, thresholds and target values are needed for safety management.

A continuous safety assessment supports safety management of a fully developed and certified system
at TRL/HRL 9. Although the HUCAN framework is mostly focused on supporting certification-aware
design, it also includes methods for risk management during operations, such as Al RMF. In support of
Obj.SA-02 and Obj.SA-03, requirements for the operational use (at TRL/HRL 9) should be formulated,
which enables the identification of relevant data in operations as well as acceptable bound on derived
metrics.

Supporting HUCAN Toolbox methods include ABMS, Al RMF, BUSA, and Safety Scanning as explained
at Obj.SA-01.

4.1.3 Information security risks management

There are 3 objectives for security risk management in (EASA, 2024), which describe the identification
of security risks, mitigations, and fail-safe under security threats.

Obj.IS-01: For each Al-based (sub)system and its data sets, the applicant should identify those
information security risks with an impact on safety, identifying and addressing specific threats
introduced by Al/ML usage.

0bj.IS-02: The applicant should document a mitigation approach to address the identified Al/ML-
specific information security risk.

Obj. IS-03: The applicant should validate and verify the effectiveness of the security controls introduced
to mitigate the identified Al/ML-specific information security risks to an acceptable level.

Anticipated MOCs for these objectives in (EASA, 2024) refer to a report on securing ML algorithms by
(ENISA, 2021). Specifically, they refer to evasion and poisoning attacks, which can modify the behaviour
of an Al/ML-based system, and to oracle attacks, i.e. espionage of the functioning of Al/ML-based
systems. Based on the identified threats, security controls should be applied that are specific to
applications using ML, besides the security controls already in place. The verification of the
effectiveness of the security controls is a part of the verification in the development cycle.

In the HUCAN framework, security risks and their impact on KPAs can be evaluated in the Holistic
Assessment Cycle, providing feedback to design, and supporting maturing of the design. For instance,
induced sensitivity in an Al-based system by an evasion attack can be included as a threat in steps 3
and 4, and the assessment in step 5 can determine the impact of such sensitivity on the overall
sociotechnical system including the Al-based system.
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Supporting methods in the toolbox include:

e ABMS (Appendix A.2), which can be used to assess the impact of security hazards on safety.

e Al RMF (Appendix A.3), which can be used in support of design, development, deployment, or
use of Al systems to manage risks of Al, including information security risks.

e BUSA (Appendix A.4), which can be used to assess uncertainty and sensitivity in security risk
results, and for the impact on other KPAs, e.g. safety.

e Responsibility & Liability Analysis (Appendix A.13), which can be used to assess the
responsibility and liability of stakeholders in critical scenarios including information security
scenarios.

e Security Scanning (Appendix A.14), which can be used to check that all aspects important for
security regulation, security management, security architecture and operational security have
been addressed.

e SecRAM (Appendix A.15), which can be used to identify information security risks, identify
security controls, and assess the effectiveness of those controls.

4.1.4 Ethics-based assessment

The EU Commission’s High-level Expert Group on Al (2019) provided ethics guidelines for trustworthy
Al regarding a set of 7 gears (human agency and oversight; technical robustness and safety; privacy
and data governance; transparency, diversity, non-discrimination and fairness; societal and
environmental well-being; accountability). In (EASA, 2024) it is explained in detail how these gears are
addressed by objectives of the EASA Al guidelines. In particular, some gears are handled by eight
specific ethics-based objectives, while other gears are handled by other objectives of (EASA, 2024).

The overarching ethics-based objective is

Obj.ET-01: The applicant should perform an ethics-based trustworthiness assessment for any Al-based
system developed using ML techniques or incorporating ML models.

The other seven ethics-based objectives are listed in Appendix B (Obj.ET-02 to Obj.ET-08). They address
issues like not creating overreliance, complying with GDPR, avoiding bias in ML, environmental impact,
and need for new skills as well as risk of deskilling by end-users.

In the HUCAN framework, ethics-based objectives can be supported by evaluation of their impact in
the Holistic Assessment Cycle for the associated KPAs. Based on their evaluation the design of the
system and its incorporation in the organisation can be adapted, or requirements can be derived to
support design towards a higher TRL/HRL.

Specific methods in the toolbox that can support such assessment include:

e Al RMF (Appendix A.3), which includes methods for ethics-based assessment.

e BUSA (Appendix A.4) can be used to assess uncertainty and sensitivity in environmental impact
assessment.

e Environmental Assessment of Al Ecosystem (Appendix A.5), which can be used to assess the
environmental impact due to changes in flight operations.

e FRAIA (Appendix A.7), which helps to map the risks to human rights in the use of algorithms
including Al-based algorithms, and to take measures to address these risks.
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e Safety Scanning and Security Scanning (Appendix A.14) address confidentiality and integrity
considerations such as unauthorised disclosure of or access to data.

It is noted that the use of Human-in-the-loop (HITL) Simulations (Appendix A.10) and Usability Testing
(Appendix A.16) also includes ethics considerations when making use of human participants in the
analysis, and HITL could be used in support of Obj.ET-08 training needs analysis. EASA Gear 7
(accountability) is not linked to an objective, but could be addressed by Responsibility & Liability
Analysis (Appendix A.13).

4.1.5 Learning assurance

There are 56 objectives for learning assurance (on various topics DA, DM, LM, IMP, CM, QA, RU, SU) in
Section C.3.1 of (EASA, 2024), which describe needs for learning assurance processes following a W-
shaped cycle for supervised learning applications, including management of data and learning
processes, model training and implementation, and verification of learning, inference models, and data
management. These objectives and anticipated MOCs describe in considerable detail the new types of
focus points that need to be addressed for assuring the intended behaviour of the Al-based system at
an appropriate level of performance, and at ensuring that the resulting trained models possess
sufficient generalisation and robustness capabilities. In addition to these detailed objectives and
means, also in associated projects like CODANN “Concepts of Design Assurance for Neural Networks”
(EASA and Daedalean, 2021), ForMula “Formal Methods Use for Learning Assurance” (EASA and Collins
Aerospace, 2023) and MLEAP "Machine learning Application Approval” (MLEAP Consortium, 2023)
considerable R&D has already been done on methods for learning assurance. Given this wealth of
recently developed methods for learning assurance, the focus in the HUCAN project has not been on
the identification of additional methods.

In the HUCAN framework, assessment results from the holistic assessment cycle provide the basis for
the definition of assurance levels for the processes supporting the learning assurance processes for
the system design. Particular methods for learning assurance can be found in (EASA, 2024) as well as
in the ForMula, MLEAP and CODANN reports.

4.1.6 Development and post-ops Al explainability

Al explainability is the capability to provide humans with understandable, reliable, and relevant
information on how an Al/ML application is coming to its results, provided with the appropriate level
of detail and at an appropriate time (EASA, 2023c). The target audience for development and post-ops
explainability includes engineers, certification authorities and safety investigators to support the
development, and learning from occurrences. There are 9 objectives (Obj.EXP-01 to Obj.EXP-09) and
some anticipated MOCs for development and post-ops Al explainability in (EASA, 2024), see also
Appendix B. These concern e.g. the inclusion of indications of level of confidence of Al-based systems,
the capability for system monitoring to ensure that they remain within specified bounds, and the
provision of means to record operation data for post-ops explanations.

In the HUCAN framework a distinction can be made between the Al explainability in the development
phase and in the post-operation phase. In the development phase the objectives support obtaining
sufficient confidence that overall system performance is acceptable to transfer to a higher TRL/HRL. It
means tracking proper system data for the evaluation of the combined KPA results in the holistic
assessment cycle, and the adaptation of the design or reduction of the uncertainty in the assessment
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methods, if the KPA results are not acceptable. Various methods of the toolbox can be applied,
depending on the relevant KPAs.

Post-ops Al explainability is a constituent of an Al risk management system for supporting continuous
assessment of operations, including safety assurance in a safety management system. For the system
design this implies developing the means that support organisations in achieving suitable system data
and interpretations during operations. In the HUCAN framework it means assessing that the post-ops
Al explainability objectives and the associated Al risk management can be sufficiently supported by the
designed sociotechnical system. The Al RMF and BUSA in the toolbox are expected to support such
assessment.

There are several methods in the HUCAN toolbox that support such assessment, including

e Al RMF (Appendix A.3), which includes methods for Al explainability.

e BUSA (Appendix A.4): BUSA-attained knowledge on uncertainty and sensitivity of KPAs, like
safety, can be used to determine the need for explainability.

e Heuristic Evaluations (Appendix A.9): It may support the definition of operational data that
needs to be recorded for post-ops analysis of interaction between Al-based system and end-
users.

e Usability testing (Appendix A.16): It may support the definition of operational data that needs
to be recorded for post-ops analysis of interaction between Al-based system and end-users.

4.1.7 Operational Al explainability

There are 10 objectives (Obj.EXP-10 to Obj.EXP-19) for operational Al explainability in (EASA, 2024),
which concern the need to provide end users with understandable information on how the Al-based
system came to its results, see also Appendix B. Anticipated MOCs for these objectives provide useful
details on the objectives and ways to achieve them.

The holistic assessment cycle of the HUCAN framework provides the means to assess and evaluate the
explainability performance of Al-based systems and its impact on relevant KPAs (e.g. safety, security,
HF). Such assessment can provide requirements for further development of the explainability
functions, e.g. defining when explanations are clear, when explanations should be provided, what the
level of validity of an explanation must be.

There are several methods in the HUCAN toolbox that support such assessment, including

e Al RMF (Appendix A.3), which includes methods for Al explainability.

e BUSA (Appendix A.4): BUSA-attained knowledge on uncertainty and sensitivity of KPAs, like
safety, can be used to determine the need for explainability.

e Heuristic Evaluations (Appendix A.9): It can support analysis and improvement of interfaces
between humans and Al-based systems.

e HITL & Wizard of Oz (Appendix A.10) are a prime means to analyse and improve the interface
between Al-based systems and end-users, including operational Al explainability.

e Usability Testing (Appendix A.16): It can support analysis and improvement of interfaces
between humans and Al-based systems.
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4.1.8 Human-Al teaming

There are 11 objectives for human-Al teaming (Obj.HF-01 to Obj.HF-09 and two corollaries) in (EASA,
2024), which concern cooperation or collaboration between humans and Al-based systems (see
Appendix B). Cooperation is a process in which the Al-based system works to help the end user
accomplish their own objective and goal. The Al-based system will work according to a predefined task
allocation pattern with informative feedback on the decision and/or action implementation.
Collaboration is a process in which the human and the Al-based system work together to jointly achieve
a common goal (or work individually on a defined goal) and to solve a problem through a co-
constructive approach.

The holistic assessment cycle of the HUCAN framework provides the means to assess and evaluate the
performance of human-Al teaming and its impact on relevant KPAs (e.g. safety, security, HF). In
particular, assessments can concern (shared) situation awareness, the diagnosis by an Al-based system
in complex situations, or the capability of an Al-based system to detect poor decision-making by end
users. Such assessment can provide requirements for further development of the human-Al
functionalities, e.g. defining means to further support shared situation awareness or recognition of
poor decision-making.

There are several methods in the HUCAN toolbox that support such assessments, including

e ABMS (Appendix A.2): It can be used to represent situation awareness of human agents as well
as Al-based agents, and to evaluate the implications of decisions and coordination schemes by
these agents on KPAs like safety.

e Al RMF (Appendix A.3), which includes methods for Human-Al teaming.

e BUSA (Appendix A.4): BUSA attained knowledge on uncertainty and sensitivity of KPAs, like
safety, can be used for diagnosis of complex situations in human-Al interactions.

e HAZOP (Appendix A.8): It can be used to analyse decision-making flows between agents in a
human-Al team.

e Heuristic Evaluations (Appendix A.9): It can support analysis and improvement of interactions
between humans and Al-based systems.

e HTA (AppendixA.11): It can support analysis of task allocation in human-Al teams.

e HITL & Wizard of Oz (Appendix A.10): It can support analysis and improvement of interactions
between humans and Al-based systems.

o NSV-4 diagrams (Appendix A.12): It can support analysis of task allocation in human-Al teams.

e Responsibility & liability analysis (Appendix A.13): It can be used to assess the responsibility
and liability of stakeholders in safety-critical scenarios.

e Usability Testing (Appendix A.16): It can support analysis and improvement of interactions
between humans and Al-based systems.

4.1.9 Modality of interaction and style of interface

There are 16 objectives (Obj.HF-10 to Obj.HF-25) in (EASA, 2024) that provide design guidance
objectives for new modes of human-machine interaction through voice, gesture, or other (see
Appendix B).

The holistic assessment cycle of the HUCAN framework provides the means to assess and evaluate the
performance of different interaction modalities and its impact on relevant KPAs (e.g. safety, security,
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HF). For instance, assessments can concern the error rate in spoken natural language or gesture
interpretation and the impact on operations. Such assessment can provide requirements for further
development of the interfaces for various modality types.

There are several methods in the HUCAN toolbox that support such assessments, including

e Al RMF (Appendix A.3), which includes methods for Al interfacing.

e BUSA (Appendix A.4): BUSA-attained knowledge on uncertainty and sensitivity of KPAs, like
safety, can be used for diagnosis of interaction modes and interface style.

e Heuristic Evaluations (Appendix A.9): The prime purpose of heuristic evaluations is to analyse
and improve the interface between Al-based systems and end-users, including interaction
modes and interface style.

e HITL simulations (Appendix A.10) can support analysis and improvement of the interface
between Al-based systems and end-users, including interaction modes and interface style.

e Usability Testing (Appendix A.16): A main purpose of usability testing is to analyse and improve
the interface between Al-based systems and end-users, including interaction modes and
interface style.

4.1.10 Error management

There are 5 objectives (Obj.HF-26 to Obj.HF-30) in (EASA, 2024) that describe objectives towards
reducing risks of human errors (see Appendix B). It is recognised that Al-based systems can contribute
to human errors in several ways, such as over-reliance on the system, error in complex decision-
making, unexpected failure modes that are not well handled, or errors due to lack of transparency.
The objectives state that the likelihood of errors should be minimised and that it must be possible to
detect and correct errors.

The holistic assessment cycle of the HUCAN framework provides the means to assess and evaluate the
impact of errors on relevant KPAs. As such it can be determined what types of errors are especially
critical and what requirements on error likelihood should be posed to achieve acceptable performance
in the operations.

There are several methods in the HUCAN toolbox that support such assessments, including

e ABMS (Appendix A.2) can represent error modes of human agents and evaluate the impact of
errors on KPAs like safety. Such knowledge provides a basis for setting requirements on the
likelihood of errors in the overall design.

e Al RMF (Appendix A.3), which includes methods for error management.

e BUSA (Appendix A.4) BUSA-attained knowledge on uncertainty and sensitivity of KPAs, like
safety, can be used to improve error robustness of the design

e HAZOP (Appendix A.8) can be used to analyse the impact of errors in sociotechnical systems.

e Heuristic Evaluations (Appendix A.9) can support the analysis and design of fault tolerant
interfaces and suitable information provision to users in the case of errors.

e HITL simulations (Appendix A.10) can support the analysis and design of fault tolerant
interfaces and suitable information provision to users in the case of errors.

e Usability Testing (Appendix A.16) can support the analysis and design of fault tolerant
interfaces and suitable information provision to users in the case of errors.
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4.1.11 Failure management

There are 4 objectives (Obj.HF-31 to Obj.HF-34) in (EASA, 2024) that describe objectives to support
management of failure conditions, such as the provision of information to an end user for failure
diagnosis, and the support of an end user to propose and implement a solution for a failure condition
(see Appendix B).

The holistic assessment cycle of the HUCAN framework supports assessing and evaluating means of
end users to handle failure conditions, and to determine the impact on several KPAs. As such the
effectiveness of failure management in the sociotechnical system can be evaluated and feedback
towards improving the failure management can be achieved.

Methods in the HUCAN toolbox that support this include:

e ABMS (Appendix A.2): ABMS can represent failure modes of Al-based systems and evaluate
the impact of failures on KPAs like safety. Such knowledge provides a basis for failure
management strategies.

e Al RMF (Appendix A.3), which includes methods for failure management.

e BUSA (Appendix A.4): BUSA-attained knowledge on uncertainty and sensitivity of KPAs, like
safety, can be used to improve failure robustness of the design

e FMEA (Appendix A.6) analyses failure modes of systems and evaluates the impact on safety.
Such knowledge provides a basis for failure management strategies.

e HAZOP (Appendix A.8) can be used to analyse the impact of failure modes.

e Heuristic evaluations (Appendix A.9) can support the analysis and design of suitable
information provision to users in the case of failures.

e HITL simulations (Appendix A.10) can support the analysis and design of suitable information
provision to users in the case of failures.

e Usability Testing (Appendix A.16) can support the analysis and design of suitable information
provision to users in the case of failures.

4.1.12 Al safety risk mitigation

There are 2 objectives for Al safety risk mitigation in (EASA, 2024), which concern measures to mitigate
residual risks, e.g. by real-time monitoring and passivation of Al systems.

Obj.SRM-01: Once activities associated with all other building blocks are defined, the applicant should
determine whether the coverage of the objectives associated with the explainability and learning
assurance building blocks is sufficient or whether an additional dedicated layer of protection, called
hereafter safety risk mitigation, would be necessary to mitigate the residual risks to an acceptable level.

Obj.SRM-02: The applicant should establish safety risk mitigation means as identified in Objective SRM-
01.

In the HUCAN framework Obj.SRM-01 is addressed by the evaluation of KPA results in step 6 of the
holistic assessment cycle. If it is determined that safety risks are not acceptable, then associated issues
are identified in the sociotechnical system, providing feedback to adapt the design at the same
TRL/HRL. One of the options for such adaptation is the inclusion of an additional safety risk mitigation
means (Obj.SRM-02) in the system design, building on the identified critical issues. As highlighted in
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Figure 7 (page 32) such system redesign should be followed by another assessment cycle, so as to
assess its effectiveness and to evaluate potential detrimental impact on other elements of the
sociotechnical system. While the EASA objectives are focused on safety risks, the same approach can
be applied for other KPAs with unacceptable performance.

Methods in the HUCAN toolbox that support the assessment of relevant KPAs can be used including

e ABMS (Appendix A.2), which provides feedback on issues contributing to remaining safety
risks, and it provides a means to assess the effectiveness of mitigating measures.

e Al RMF (Appendix A.3), which includes methods for Al safety risk mitigation.

e BUSA (Appendix A.4): BUSA-attained knowledge on uncertainty and sensitivity in safety risk
can be used to determine the need for safety risk mitigation, and to identify issues that
contribute most to remaining risk

e FMEA (Appendix A.6) assesses the safety impact of failure modes, potentially addressing
unacceptable remaining safety risks, which need to be mitigated.

e HAZOP (Appendix A.8), assesses the safety impact of hazards, potentially addressing
unacceptable remaining safety risks, which need to be mitigated.

e NSV-4diagram (Appendix A.12), which can be used in support of deriving safety requirements.

4.1.13 Organisations

There are 8 provisions (Prov.ORG-01 to Prov.ORG-08) in (EASA, 2024) that guide organisations for the
introduction of Al-based systems. These provisions regard review of organisational processes,
continuous assessment of information security risks, safety risks, and ethics, support of auditing of Al-
based systems, and training and licensing of end-users. The details of the provisions are listed in
Appendix B.

These provisions support the management in organisations of fully developed and certified systems at
TRL/HRL 9. Although the HUCAN framework is mostly focused on supporting certification-aware
design, it also includes methods for risk management during operations, such as Al RMF. Furthermore,
in support of the organisational provisions, requirements can be identified in the HUCAN framework
for the operational use of the Al-based system, which should be managed by the organisation.

Methods in the HUCAN toolbox

e ABMS tooling (Appendix A.2) can support data-driven continuous safety assessment by
evaluation of safety events in operations.

e Al RMF (Appendix A.3), which has a strong focus on risk management processes in
organisations.

e BUSA (Appendix A.4): BUSA-attained knowledge on uncertainty and sensitivity in safety risk
can support organizations in continuous assessment of assumptions and conditions.

e FRAIA (Appendix A.7) supports organisations in continuous assessment of ethics-based aspects
of applying Al-based systems.

e HILT simulations (Appendix A.10) can support the development of training processes for
interacting with Al-based systems by end-users.

e Safety Scanning and Security Scanning (Appendix A.14) show stakeholders the loose ends that
require further attention from safe concept development, safety oversight, legislation,
regulation, safety management, operational safety, and technology.
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e SecRAM (Appendix A.15) can support organisations in continuous assessment of information
security risks.

4.2 Identifying new objectives for supporting certification-aware design

In above section it was explained how the HUCAN framework and its Holistic Assessment Cycle can
support attaining the objectives of (EASA, 2024) during subsequent system design and assessment
phases. As explained in (EASA, 2024), it provides a first set of usable objectives, but it does not
constitute definitive or detailed guidance. Furthermore, it is focused on Level 1 and 2 supervised
learning applications, meaning that higher levels of automation and Al applications using other Al
techniques have not yet been explicitly addressed.

The HUCAN framework allows to identify new objectives beyond the set of objectives in (EASA, 2024).
In particular, following the evaluation of combined KPA results in the Holistic Assessment Cycle,
problematic issues and/or requirements of the sociotechnical system can be identified as feedback to
design. These issues and requirements may be generalised and provide a basis for the identification of
new types of objectives that would need to be considered for the approval of Al-based systems.
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5 Conclusions

Artificial Intelligence (Al) and its Machine Learning (ML) constituent are key drivers of innovation,
enabling higher levels of automation across multiple domains, improving operational efficiency for
complex tasks and supporting human operators and organisations. However, the primary concern for
all stakeholders involved in this transition is to establish the necessary conditions and standards to
ensure that the solutions meet the stringent certification requirements.

The HUCAN project aims to explore these topics from the perspective of research and development
projects. A review of the current technical and regulatory state of the art reveals that currently,
certification is predominantly based on prescriptive regulations, which mandate strict compliance with
detailed requirements (HUCAN D2.1 & D3.1, 2024). This approach has proven effective in progressively
enhancing safety. However, its applicability to highly automated and Al-driven technologies is
increasingly being questioned, raising concerns about the suitability of existing certification
frameworks.

In light of these considerations, the HUCAN project has carefully analysed the currently proposed
innovative certification approaches found in the literature (HUCAN D3.2, 2024). What has emerged is
that there is a need for a broad-scope, holistic certification approach, which emphasises addressing
human factors for understanding uncertainty and safety risks in sociotechnical systems with diverse
levels of automation, the impact on accountability in design and operations, assuring public oversight
and collaboration with diverse stakeholders, the incorporation of sustainability criteria for societal and
environmental impacts, and data governance policies as part of certification.

The HUCAN framework essentially seeks to bridge validation methodologies with the new objectives
outlined by EASA for a given Al level, the maturity level of the concept, and the Key Performance Areas
(KPAs) of interest to the stakeholders involved in the research process (Figure 9).

Holistic approach supporting design EASA Concept Paper (2024)

Multiple cycles
towards higher \l 3 Multi
. ple Minsatun
TRU/HRL ﬁ \J stakeholders
"

Multiple Multiple KPAs
levels of

automation |
/Al

ESEASA Trustworthy Al building blocks

ctch -
g assurance =

Al i Development & post-ops
trustworthiness I explainability
analysis Data recording

Characte: of Al

EASA objectives and provisions
in support of certification

Figure 9. Elements of a holistic approach for certification-aware design.
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To support the achievement of these objectives—as well as of other relevant ones identified by the
stakeholders involved—the framework proposes a comprehensive suite of methods and tools for the
holistic assessment of Al-driven and advanced automation systems. This HUCAN toolbox of methods
integrates both established methodologies and innovative approaches, recognizing the inherent
complexity and unique challenges of integrating Al into safety-critical systems.

From an operational standpoint, the definition of this approach and the analysis of the characteristics
and applicability of widely used validation methodologies across different automation levels and
maturity stages reveal that there is no one-size-fits-all solution. The selection of appropriate methods
depends on key factors, including the specific KPAs under evaluation, the system’s TRL/HRL, and its
LOA. The broad spectrum of methods presented reflects the multidimensional nature of the challenge,
while the emphasis on method selection and awareness of their limitations highlights the need for a
thoughtful, well-informed validation strategy (Figure 10).

EBEASA Trustworthy Al building blocks

trustworthiness
analysis

o= HUCAN Toolbox
: a of Methods
Methods
o LOA, TRL/HRL,
Objectives KPAs, objectives \ 4
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System Design Feedback to Design Holistic Assessment Cycle
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Figure 10. Steps in the HUCAN holistic framework for certification-aware design.

As demonstrated by the integrated analysis in the previous sections and listed in Table 4 in Section 3.3,
the methods currently most widely used in the aviation sector generally align with different LOAs.
Furthermore, the analysis reveals that although these methods can accommodate various maturity
levels, their coverage is uneven, with the early design phases remaining largely under-addressed.
These initial stages demand special attention and dedicated research efforts.

A summary of the coverage of the EASA objectives themes by the HUCAN holistic assessment
framework and the methods in the toolbox is provided in Figure 11. It follows that the elements of the
framework can largely support the objectives themes. In particular, the evaluation of KPAs in the
assessment cycle provides feedback to mature the system design for the objectives and KPAs set in
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the assessment compass. The methods in the toolbox provide a broad range of support for the EASA
objectives themes, with some methods providing wide scope support and other methods being more
focused. No methods are included for the theme Learning Assurance in this report and we refer to
(EASA, 2024; EASA and Daedalean, 2021; EASA and Collins Aerospace, 2023; MLEAP Consortium, 2023)
for a range of associated methods.
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A.4 BUSA (Bias, Uncertainty and Sensitivity Analysis)

A.5 Environmental Assessment of Al Ecosystem

A.6 FMEA (Failure Modes and Effects Analysis)

A.7 FRAIA (Fundamental Rights and Algorithms Impact Assessment)

A.8 HAZOP (Hazard and Operability study)

A.9 Heuristic Evaluations

A.1 HITL (Human-In-The-Loop) Simulations & Wizard of Oz
A.11 HTA (Hierarchical Task Analysis)
A.12 NSV-4 diagram (System Functionality and Flow model)
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Figure 11. Coverage of EASA objectives themes by HUCAN Holistic Assessment Framework and Toolbox. The
numbers at the left-hand side and top refer to sections in this report.

In terms of recommendations, it is important to stress that significant work is still required to further
mature the HUCAN holistic framework to further align with EASA’s certification objectives. The current
version of the HUCAN holistic framework is set at TRL2. Against this background, the framework and
its supporting validation toolbox can be used to identify new objectives to which certification-aware
design should aspire, given a solution’s level of automation and maturity. Additionally, it supports the
identification of the most recommended validation methods, based on their applicability to the current
state of the solution and the objectives to be pursued. Feedback from application to use cases will be
an important contribution in order to further mature the toolbox of methods.

Another recommendation is regarding the anticipated update of the EASA Al guidelines. The current
version (EASA, 2024) is mostly focused on supervised learning, and it covers offline learning processes
where the model is ‘frozen’ at the time of approval. The anticipated update might address other types
of learning such as reinforcement learning, online learning processes, and Levels of Automation 3A
and 3B (i.e. advanced automation). This update of the EASA Al guidelines may come with additional
objectives and additional challenges, to be addressed by a future update of the HUCAN Holistic
Framework.
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7 List of acronyms and terms

Acronym/Term Description

ABMS Agent-Based Modelling & Simulation

Al Artificial Intelligence: Technology that can, for a given set of human-defined objectives,
generate outputs such as content, predictions, recommendations, or decisions
influencing the environments they interact with (EASA, 2023).

Al RMF Al Risk Management Framework

Al system Machine-based system that is designed to operate with varying levels of autonomy and
that may exhibit adaptiveness after deployment, and that, for explicit or implicit
objectives, infers, from the input it receives, how to generate outputs such as
predictions, content, recommendations, or decisions that can influence physical or virtual
environments (EU, 2024).

ANSP Air Navigation Service Provider

ATM Air Traffic Management

Automation The use of control systems and information technologies reducing the need for human
input, typically for repetitive tasks (EASA, 2024).

BUSA Bias, Uncertainty and Sensitivity Analysis

CBA Cost Benefit Analysis

CNS Communication, Surveillance, Navigation

CODANN Concepts of Design Assurance for Neural Networks

ConOps Concept of Operations

EASA European Union Aviation Safety Agency

EU European Union

FHA Functional Hazard Assessment

FMEA Failure Modes and Effects Analysis

ForMula Formal Methods Use for Learning Assurance

FRAIA Fundamental Rights and Algorithms Impact Assessment

FRIA Fundamental Rights Impact Assessment

HAZOP Hazard and Operability study

HF Human Factors

HITL Human-In-The-Loop simulations

HRL Human Readiness Level: Readiness of a technology for use by the intended human users
in the specified intended operational environment (HFES, 2021).

HSI Human System Integration

HTA Hierarchical Task Analysis
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HUCAN Holistic Unified Certification Approach for Novel systems based on advanced automation
KPA Key Performance Area
KPI Key Performance Indicator
Learning Learning assurance: All of those planned and systematic actions used to substantiate, at
Assurance an adequate level of confidence, that errors in a data-driven learning process have been
identified and corrected such that the Al/ML constituent satisfies the applicable
requirements at a specified level of performance, and provides sufficient generalisation
and robustness capabilities. (EASA, 2024)
LOA Level of Automation
ML Machine Learning
MLEAP Machine learning Application Approval
MOC Means of Compliance
NIST National Institute of Standards and Technology
NOV NATO Operational Viewpoint
NSOV NATO Service-Oriented Viewpoint
NSV NATO Systems Viewpoint
R&D Research and Development
SecRAM Security Risk Assessment Methodology
SecST Security Scanning Tool
SESAR JU Single European Sky ATM Research Joint Undertaking
SME Subject matter Expert
SST Safety Scanning Tool
TRL Technology Readiness Level
uc Use Case
Table 6. List of acronyms and terms.
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Appendix A Toolbox of methods for holistic validation of Al-
based systems and advanced automation

This appendix provides a toolbox of methods that can be used to support the elements of the holistic
assessment cycle described in Section 3.3. In this context, a method is defined as any technique,
method, standard, methodology, database, or model that can be used in support of evaluation of a
KPA in an operation including advanced automation and Al-based systems.

The Toolbox includes established methods as well as more innovative methods. When it comes to
application to advanced automation, most methods will have their limitations. This appendix aims to
explain these limitations, and outline for which types of advanced automation the method can be used.

Two methodologies have not been included in the toolbox since for many decades they are already
considered Means of Compliance for certification of Technical Systems. They have been evaluated on
their applicability for Automated Systems in (HUCAN D3.1, 2024). They are:

SAE ARP4761 (Aerospace Recommended Practice document 4761).

e ARP4761 provides guidelines and methods for conducting the safety assessment process on
civil airborne systems and equipment, which are developed using the ARP4754A central
standard. ARP4761 and ARP745A are applicable to the development phases of the aircraft and
its systems.

e The EASA Al guidelines refer to ARP4761 in relation to objectives CO-03 and SA-01, noting that
ARP4761 can be used for DAL/SWAL allocation of embedded systems, and in support of safety
assessment of non-Al/ML items.

RTCA DO-178C (Software considerations in airborne systems and equipment certification) and DO-
278A (Software integrity assurance considerations for communication, navigation, surveillance and air
traffic management (CNS/ATM) systems).

e DO-178C and DO-278A aim to provide guidance for the production of software for airborne
systems and equipment (DO-178C) and non-airborne CNS/ATM (Communication, Surveillance,
Navigation/Air Traffic Management) systems (DO-278A), that performs its intended function
with a level of confidence in safety that complies with airworthiness/approval requirements.

e This method is not explicitly referred to in the EASA Al guidelines but it is the industry standard
for software.

A.1 Evaluation criteria

Each method in the toolbox is evaluated according to the following criteria:

e Related KPAs: To which key performance areas can the method contribute? This refers to the
areas listed in Section 3.2.3.

e Applicable readiness levels: At what technology and human readiness levels (TRL and HRL)
can the method be applied? This refers to the levels listed in Section 3.2.2.

e Levels of automation: For what levels of automation can the method be applied? This refers
to the levels listed in Section 3.2.1.
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e Link with EASA objectives themes: For which themes of objectives of (EASA, 2024) can the
method be a potential Means of Compliance (MQOC)? This refers to the themes listed in Table
2 in Section 2.2.

e Uncertainty: How does the method deal with uncertainty in inputs, outputs, assumptions,
probabilistic elements, lack of data, etc.? Also are results reproducible if the methods are used
by different experts?

e Technical complexity: What is the level of technical complexity of the method? What is the
level of education/training/expertise required for using the method? What are the levels of
traceability and documentability of the results?

e Benefits: What are the benefits of the method?

e Limitations: What are limitations of the method?

A.2 ABMS (Agent-Based Modelling & Simulation)
A.2.1 Concept

Agent-based modelling and simulation (ABMS) is an approach for modelling and analysing
sociotechnical systems by describing the behaviour and interactions of human and technical agents.
The overall system behaviour emerges as a result of the individual agent processes and their
interactions. ABMS provides a highly modular and transparent way of structuring a model, thus
supporting systematic analysis, both conceptually and computationally. ABMS has been used in a wide
range of application fields. In aviation safety studies, ABMS has been used for assessment of the risk
of collisions and close encounters for a variety of operations and conflict scenarios, including en-route
self-separating traffic, runway incursions, and unmanned aircraft systems (Blom & Bakker, 2012;
Everdij et al., 2014; Stroeve et al., 2021; Stroeve, Blom, et al., 2013). Typically in these kinds of
applications dedicated models and simulation software are developed for performing large numbers
of Monte Carlo simulation runs, but it was shown in (Stroeve & Everdij, 2017) that agent-based
modelling may also be used in combination with mental simulation to qualitatively analyse the
interactions and dynamics in an agent-based model for analysing and improving resilience in air
transport.

In support of safety risk assessment, the agent-based models represent the dynamics and stochastic
variability of operations involving complex interactions of technical systems, human operators and
environmental conditions. In particular, the models represent the performance and variability of
systems and humans in normal operations (including normal sensor errors, delays, traffic density
variation, weather changes), as well as the impact of off-nominal/failure conditions that may affect the
operations (e.g. surveillance systems not working, or having excessive errors). Dedicated techniques,
like Interacting Particle System and risk decomposition, have been developed to accelerate the Monte
Carlo simulation process such that close proximities or mid-air collisions can be assessed in reasonable
time (see e.g. their application for drone operations in (Stroeve et al., 2021)).

This type of agent-based modelling and simulation can support the evaluation of Al-based systems in
operations with interrelated technical systems, human operators, and other Al-based systems in an air
traffic environment, as illustrated in Figure 12. In this diagram an Al-based system produces output
based on sensor data that stem from other agents and the environment, where the sensor data
includes errors based on error models. The performance of the Al-based system as well as the
performance of other technical and human agents can differ in various working modes. Performance
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variability and disturbances are represented in the agents’ behaviour, such that the Al-based system
is evaluated in a broad context of operational conditions.
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Figure 12. Agent-based modelling and simulation framework for performance assessment of Al-based
systems in operations with interrelated technical systems, human operators, and other Al-based systems in
an environment.

A.2.2 Method

Key elements of an agent-based approach for holistic performance assessment are the explicit
consideration of agents (humans, technical systems), their behaviour and interactions, and
disturbances and performance variability that influence the overall performance of the sociotechnical
system. Various KPAs may be assessed including safety, security, human factors, and resilience.
Depending on the KPAs specific models and simulation techniques may be needed. An agent-based
analysis can be applied with various techniques at different levels of sophistication, thus supporting a
range of TRL/HRL levels. Next, three agent-based approaches are described: (1) initial agent-based
assessment, (2) qualitative ABMS, and (3) quantitative ABMS. These approaches are discussed next in
connection with the holistic assessment cycle and feedback to design explained in Chapter 3.

A.2.2.1 Initial agent-based assessment

Steps 1 to 4 of the holistic assessment cycle are followed as described in Section 3.3.

Step 5 “Assess KPAs” now considers a qualitative assessment of the constructed critical scenarios for
the KPAs and associated criteria in the scope of the study. Such qualitative assessment can be attained
by structured argumentation about varying conditions and interacting agents that can lead to a critical
condition in the advanced automation concept, mitigating actions of agents to avoid the negative
impact and conditions that may hamper such mitigation. The assessment requires sufficient insight in
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the Al-based system and the operations in the sociotechnical system, which may be supported by
operational, HF, and technical experts. The arguments in the assessment should be carefully described,
including supporting evidence. Uncertainty in the argumentation and its impact on uncertainty in the
assessment results should be explicitly presented.

Step 6 “Evaluate combined KPA results” is performed as described in Section 3.3 using the qualitative
assessment results.

Step 7 “Improve assessment data/methods/tools” is performed as described in Section 3.3. Means to
reduce the level of uncertainty in the assessment results for the KPAs include the application of
qualitative and quantitative ABMS approaches presented next in Appendix A.2.2.2 and A.2.2.3.

A.2.2.2 Qualitative ABMS

The qualitative ABMS can build on the initial agent-based assessment explained above in Appendix
A.2.2.1. In such assessment it has been concluded that the level of uncertainty in the performance of
the sociotechnical system is too high for particular KPAs and scenarios, and that qualitative ABMS may
be used to reduce the level of uncertainty. Next the following steps are followed (Stroeve & Everdij,
2017):

1. Identify objectives, scope, criteria. The objectives and scope of the qualitative ABMS are
determined. This is similar to Step 1 of the initial assessment of Appendix A.2.2.1, but the
objectives and scope are typically more restricted so as to focus on the parts where the level
of uncertainty needs to be reduced. This step also defines what agents of the sociotechnical
system, what varying conditions, and what critical scenarios are included in the scope of the
qualitative ABMS.

2. Identification of model constructs. A model construct is a generic model describing particular
aspects of the ways that agents behave and evolve in interactions with other agents and
conditions in the environment. For the identification of model constructs it needs to be
understood, which key aspects of the entities in the sociotechnical system drive their
behaviour and contribute to the uncertainty in the overall performance, for the conditions in
the scope of the ABMS study. Such understanding has been achieved in the initial holistic
performance assessment. As a basis for the identification of model constructs, the ABMS
literature provides a large variety of agent models (Macal & North, 2010), including for
modelling of sociotechnical systems (Van Dam et al., 2013) and social interactions (Sun, 2006).
In support of resilience engineering in air traffic management (ATM), Stroeve, Bosse, et al.
(2013) developed a library of model constructs for agent-based modelling. This set contains
38 model constructs, which were identified in the ABMS literature and which were evaluated
for their capability to support the modelling of a broad range of conditions and events that
may contribute to unsafe situations.

3. Qualitative description of the model details. In this step, the details of the model constructs
are determined at a qualitative level for all agents in the scope. The specifically required
model details depend on the model construct considered. The list below provides an overview
of the types of details that may be specified in this stage. All these aspects are provided
qualitatively using textual descriptions.

e State variables, such as the position and speed of an aircraft, or the situation
awareness of an air traffic controller about the position of an aircraft;
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e Mode variables, describing an operating mode of a technical system (e.g. some
normal working mode, or a failure mode), or of an human operator (e.g. tactical or
opportunistic contextual control mode);

e Types of tasks that a human operator may perform;

e Types of behaviour that an agent may show;

e The way that a model construct is influenced by other model constructs within the
same agent (intra-agent input);

e The way that a model construct influences other model constructs within the same
agent (intra-agent output);

e The way that a model construct is influenced by model constructs of other agents
(inter-agent input);

e The way that a model construct influences model constructs of other agents (inter-
agent output).

4. Mental simulation of the qualitative agent-based model. The developed qualitative agent-
based model provides a structured representation of the sociotechnical system for a
particular operational context. Mental simulation employs reasoning on the basis of the
developed qualitative agent-based model. Next two approaches are provided (Stroeve &
Everdij, 2017).

a. Analysis of interactions. This analysis focuses on interactions during operations that
are considered to be normal, or on interactions following some varying condition of
interest. It consists of the following steps.

® As a starting point, an initial condition of agents should be formulated. This
initial condition specifies the states and modes of the agents at the start of
the mental simulation.

e One or several triggering events or occurrences of varying conditions are
specified, which describe conditions of interest for the critical scenario.

e Next it is argued what the main changes are in the states and modes of the
agents’ models following the initial condition. This argumentation is
structured by listing sequences of triggers and resulting actions in the agents.
Such trigger-action pairs can be internal to an agent (e.g. an observation
leading to a decision to coordinate) or it can impose an interaction between
agents (e.g. a communication act leading to a change in situation awareness).
As such this exercise provides instantiations of sequences of interactions that
may occur in the agent-based model. As the state space of the overall model
can be extensive, this argumentation is done for the states that are judged to
be most relevant for the situation studied.

e A case of multiple varying conditions leads to multiple instantiations of
interaction sequences that need to be accounted for, e.g. a bad weather
condition versus a bad weather condition in combination with a technical
failure.

b. Analysis of dynamics. This analysis focuses on dynamic relations between states and
modes of agents in the sociotechnical system. It consists of the following steps.

e As a starting point of the analysis it is decided what states or modes need to
be studied, e.g. key states identified in an analysis of interactions or other
relevant indicators of the overall system performance.

e Aninitial condition of the agents’ states and modes is specified.
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e One or several triggering events or occurrences of varying conditions are

specified, which extend the initial condition or occur at a later stage.

e It is qualitatively argued how the relevant states change in time due to the

interactions in the agent-based model. The results of this reasoning about the
agent states are described in narratives and can be illustrated by graphs as a
function of time. These graphs provide qualitative indications of the variation
in the selected (aggregate) state variables, which are supported by the
argumentation of the elements in the agent-based model that are expected
to give rise to them. It can be useful to compare the qualitative graphs for
several cases, e.g. a new versus an old operation, or an operation in condition
1 versus condition 2. Also in this type of mental simulation, the dynamics of
the complete state space are not described in detail, but rather it is judged
during the mental simulation what the most relevant state dynamics are.

e Inthe case of multiple varying conditions, the above process needs to account

for the triggers they induce for the state dynamics.
5. Conclusions and feedback. Similar to the initial agent-based assessment, the additional results
of the qualitative ABMS may lead to the following types of conclusions and feedback.

a. It may be concluded with sufficient certainty that the performance of the Al-
supported sociotechnical system is not acceptable for one or more KPAs, thus
implying that it cannot be certified and further development is needed.

b. It may be concluded with sufficient certainty that the performance of the Al-
supported sociotechnical system is acceptable for all KPAs.

c. It may be concluded that there is insufficient certainty to evaluate the performance
of the Al-supported sociotechnical system for one or more KPAs. There are several
possible ways to handle such cases.

i.  Additional analysis may be done using an extension of the qualitative ABMS.
This may reduce the uncertainty in the assessment.

ii.  Otherassessment techniques may be applied in an effort to reduce the level
of uncertainty in the assessment results for the KPAs, such as the
guantitative ABMS approach presented next in Appendix A.2.2.3.

iii. If the level of uncertainty is high for several critical scenarios and KPAs, it
may be decided to redevelop the Al-based system and/or aspects of the
encompassing sociotechnical system.

A.2.2.3 Quantitative ABMS

The quantitative ABMS builds on the initial holistic assessment of Appendix A.2.2.1 and it may also
build on results of qualitative ABMS of Appendix A.2.2.2. In these assessments it has been concluded
that the level of uncertainty in the performance of the sociotechnical system is too high for particular
KPAs and scenarios, and that quantitative ABMS may be used to reduce the level of uncertainty. It
includes the following steps:

1. Objectives and scope. The objectives and scope of the quantitative ABMS are determined, see
also Step 1 of Appendix A.2.2.1 and A.2.2.2. This step includes what agents, varying conditions,
and critical scenarios are considered in the quantitative ABMS assessment.

2. Development of a formal quantitative agent-based model. In this step a formal quantitative
agent-based model is developed for agents, varying conditions and critical scenarios that are
in the scope. It includes the identification of suitable model constructs to describe the
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performance of agents in normal conditions as well as relevant off-nominal conditions, the
interactions between model elements within agents and between agents, the choice of
parameter values of the agent-based models, and the definition of simulation approaches to
evaluate performance indicators for the KPAs of interest. Given the range of varying
conditions that need to be covered, typically stochastic models are included in the agent-
based model and the simulation approaches enable the evaluation of these models (e.g.
Monte Carlo simulation). General approaches for quantitative ABMS are provided in (Macal
& North, 2010; Van Dam et al.,, 2013); dedicated approaches for aviation safety risk
assessment are in (Everdij et al., 2014; Stroeve et al., 2021).

3. Implementation of the agent-based model and interfaces. The developed quantitative agent-
based model and the simulation methods are implemented in a suitable computing
environment. The agent-based model of the overall sociotechnical system may include
models for its Al-based systems, but it may also have interfaces with (extensive) prototypes
of Al-based systems at varying levels of maturity. This is the inclusion of an Al system in a
simulation environment for the licensing approach described in Appendix A.2.1.

4. Computer simulation of the agent-based model. Computer simulations are performed for the
agent-based model of the sociotechnical system and its associated Al-based systems to arrive
at performance indicators for the KPAs of interest. Given the varying conditions and
associated stochastic models, the performance indicators often represent statistics of the
performance of the sociotechnical system and its Al-based system, e.g. probabilities of
incidents or accidents, mean duration of problematic condition, etc. In addition to such
statistics, the computer simulation can provide specific realizations of scenarios that illustrate
in detail the performance of the sociotechnical system and its Al-based systems. These results
support the assessment and give detailed feedback to designers about the system
performance.

5. Conclusions and feedback. Similar to the other assessments, the additional results of the
guantitative ABMS may lead to the following types of conclusions and feedback.

a. It may be concluded with sufficient certainty that the performance of the Al-
supported sociotechnical system is not acceptable for one or more KPAs, thus
implying that it cannot be certified and further development is needed.

b. It may be concluded with sufficient certainty that the performance of the Al-
supported sociotechnical system is acceptable for all KPAs.

c. It may be concluded that there is insufficient certainty to evaluate the performance
of the Al-supported sociotechnical system for one or more KPAs. There are several
possible ways to handle such cases.

i.  Additional analysis may be done using an extension of the quantitative
ABMS. This may reduce the uncertainty in the assessment.

ii.  Otherassessment techniques may be applied in an effort to reduce the level
of uncertainty in the assessment results for the KPAs, such as human-in-the-
loop simulations.

iii. If the level of uncertainty is high for several critical scenarios and KPAs, it
may be decided to redevelop the Al-based system and/or aspects of the
encompassing sociotechnical system.

A.2.3 Evaluation

Related KPAs: Safety, Security, Resilience, HF.
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Applicable readiness levels: The associated readiness levels depend on the type of agent-based
approach. The initial agent-based holistic performance assessment is especially useful for assessment
of concepts at TRL 2-3 and HRL 2-3. The qualitative ABMS approach can support evaluation of concepts
and models at TRL 2-4 and HLR 2-4. The quantitative ABMS covers a broad spectrum of TRLs where it
can effectively contribute. Using simple models and scenarios, it can already provide feedback-to-
design at TRL 2. Using more advanced models and interfaces with development versions of an Al-based
system it can support feedback to design at TRL3-7. An advanced quantitative agent-based model &
simulation tool can support testing and demonstration in support of approval at TRL 8. Such a tool may
also be used to evaluate system performance as part of safety management at TRL 9. An example of
such an agent-based tool is the Collision Avoidance Validation and Evaluation Tool (CAVEAT), which
was developed by NLR and everis/NTT-Data for EUROCONTROL (Stroeve et al., 2020). CAVEAT was
used by EUROCONTROL in a validation study of the Al-based ACAS Xa system for EASA (EUROCONTROL,
2022), which supported EASA in achieving an opinion on the introduction of ACAS Xa in Europe (EASA,
2024b). With regard to HRLs quantitative ABMS can evaluate designs using human performance
models at HRL 2-5. Furthermore, it can provide a basis for identification of safety-critical scenarios that
can be used in evaluation of human systems design at HRL 6-8.

Levels of automation: It can support all levels of automation LOA-0 to LOA-5.
Link with EASA objectives themes:

e Safety assessment: ABMS can be used to assess the likelihood of safety scenarios.

e Information security: ABMS can be used to assess the impact of security hazards on KPAs, e.g.
safety.

e Human-Al teaming: ABMS can be used to represent situation awareness of human agents as
well as Al-based agents, and to evaluate the implications of decisions and coordination
schemes by these agents on KPAs like safety.

e Frror management: ABMS can represent error modes of human agents and evaluate the
impact of errors on KPAs like safety. Such knowledge provides a basis for setting requirements
on the likelihood of errors in the overall design.

e Failure management: ABMS can represent failure modes of Al-based systems and evaluate the
impact of failures on KPAs like safety. Such knowledge provides a basis for failure management
strategies.

e Al safety risk mitigation: ABMS provides feedback on issues contributing to remaining safety
risks, and it provides a means to assess the effectiveness of mitigating measures.

e Organisation. An ABMS tool can support data-driven continuous safety assessment by
evaluation of safety events in operations.

Uncertainty: The handling of uncertainty depends on the type of approach. The initial agent-based
assessment and the qualitative ABMS are both qualitative approaches. As is typical in qualitative
approaches, these have no methods for evaluating uncertainty, except for recognition of uncertainty
in the results by their users. In contrast, quantitative ABMS allows to represent and evaluate the impact
of a variety of uncertainties in sociotechnical systems, such as sensor errors, delays, and operator
performance variability. Importantly it supports the evaluation of the interactions between the
technical and human agents in the sociotechnical system, and to understand the implications on KPls
of the nonlinear dynamics. In addition, a systematic approach exists for evaluation of potential bias
and uncertainty in ABMS-based risk assessment results due to modelling assumptions and parameter
values (Everdij et al., 2006).
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Technical complexity: The technical complexity depends on the type of ABMS approach and the scope
of the study. The technical complexity of an initial agent-based holistic performance assessment is
relatively low. It is a qualitative approach, which uses structured reasoning on a sociotechnical system
in scenarios. Although the approach is still qualitative, the technical complexity of the qualitative ABMS
is somewhat higher, since it requires knowledge of agent-based model constructs. The technical
complexity of quantitative ABMS is considerably higher, since it requires the development of a
guantitative agent-based model, its implementation in software, and the use of Monte Carlo
simulation to achieve results. For all approaches the technical complexity grows if the scope and the
numbers of interacting agents grow. At higher TRL the numbers of agents and types of variability in
these agents, which need to be accounted for, are larger, thus increasing the technical complexity.

Benefits:

e The method is recognised by European stakeholders as a potential approach for application to
advanced automation, since it is able to evaluate advanced automation operational concepts
by testing Al-based systems in interaction with human operators and other systems in large
numbers of scenarios that represent normal variability, non-nominal or failure conditions, and
contingencies.

e The agent-based perspective supports structured analysis of sociotechnical systems with many
interacting technical systems, human operators, and contextual conditions.

e The three levels of agent-based modelling support a range from qualitative to quantitative
analyses, where decisions for the type and scope of analysis are based on uncertainty levels in
assessment results.

e By using dynamic stochastic models of technical systems and of human performance, and by
integrating Al-based systems in simulation environments, quantitative ABMS can provide
detailed and traceable risk results, which account for the nonlinear dynamic interactions of
relevant agents. Such results cannot be attained by static models, like logic diagrams and fault
trees.

e Quantitative ABMS is a means for so-called ‘licensing of Al systems’ (Bhattacharyya et al.,
2015). It means that certification is attained by extensive testing in large numbers of simulated
hours, including large numbers of faults, and contingencies, where the system demonstrates
adequate performance. Licensing-like certification has been indicated as a potential approach
in a Fly Al study (European Aviation Artificial Intelligence High Level Group, 2020) and by EASA
(EASA, 2024). Advantages recognised by Bhattacharyya et al. (2015) are:

o Performance focus. A licensing approach places more emphasis on the performance
of a system, than on its development methodology/process. One of the criticisms of
DO-178C is that it focuses more on the development process and producing evidence
of compliance, than on evaluation of the resulting software. In a licensing approach
there is a shift towards more extensive testing and revision of the actual safety-critical
system.

o Reduced cost. Once a high-fidelity simulation environment has been developed, the
cost of retesting and re-licensing a new or revised system would become much lower
than current certification costs.

o Realistic expectations and reduced liability. A licensed system would not have an
implied guarantee of perfection, it would have a proven track record of performance.
Properly legislated, realistic expectation could relieve a system developer from the
legal liability that may prevent the introduction of advanced technologies.
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Limitations:

e The development of a quantitative ABMS environment requires considerable multi-
disciplinary expertise for the development of agent-based models, for the software
development of the simulation environment, and for the application in a risk assessment.

e The lead time and effort for quantitative ABMS are larger than for qualitative approaches, if
the simulation environment has not yet been developed.

A.3 Al RMF (Al Risk Management Framework)
A.3.1 Method

The Al Risk Management Framework (Al RMF) of the National Institute of Standards and Technology
(NIST) (NIST, 2023) supports organisations that design, develop, deploy, or use Al systems to manage
risks of Al and promote trustworthy and responsible development and use of Al systems; see also
Section 2.9 of HUCAN D3.2. In its core, the framework consists of four functions: Govern, Map,
Measure, and Manage, and it is supported by a library of methods (Al RMF Playbook) (NIST, 2024).

Map Measure

Context is
recognized and risks
related to context
are dentified

|dentified risks
are assessed,
analyzed, or

l tracked

00

Govern

A culture of risk
management is

cultivated and
present

Manage
Risks are priontized
and acted upon
based on a
projected impact

Figure 13. Al Risk Management Framework of (NIST, 2023).

The Govern function cultivates and implements a culture of risk management within organisations that
are designing, developing, deploying, evaluating, or acquiring Al systems. It includes the following main
categories (see also subcategories in (NIST, 2023)):

1. Policies, processes, procedures, and practices across the organisation related to the mapping,
measuring, and managing of Al risks are in place, transparent, and implemented effectively.

2. Accountability structures are in place so that the appropriate teams and individuals are
empowered, responsible, and trained for mapping, measuring, and managing Al risks.
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3. Workforce diversity, equity, inclusion, and accessibility processes are prioritised in the
mapping, measuring, and managing of Al risks throughout the lifecycle.

4. Organisational teams are committed to a culture that considers and communicates Al risk.

Processes are in place for robust engagement with relevant Al actors.

6. Policies and procedures are in place to address Al risks and benefits arising from third-party
software and data and other supply chain issues.

Ul

The Map function establishes the context to frame risks related to an Al system. It includes the
following main categories (see also subcategories in (NIST, 2023)):

1. Context is established and understood.

2. Categorization of the Al system is performed.

3. Al capabilities, targeted usage, goals, and expected benefits and costs compared with
appropriate benchmarks are understood.

4. Risks and benefits are mapped for all components of the Al system including third-party
software and data.

5. Impacts to individuals, groups, communities, organisations, and society are characterised.

The Measure function employs quantitative, qualitative, or mixed-method tools, techniques, and
methodologies to analyse, assess, benchmark, and monitor Al risk and related impacts. It includes the
following main categories (see also subcategories in (NIST, 2023)):

Appropriate methods and metrics are identified and applied.

Al systems are evaluated for trustworthy characteristics.
Mechanisms for tracking identified Al risks over time are in place.
Feedback about efficacy of measurement is gathered and assessed.

PwnNRE

The Manage function entails allocating risk resources to mapped and measured risks on a regular basis
and as defined by the Govern function. Risk treatment comprises plans to respond to, recover from,
and communicate about incidents or events. It includes the following main categories (see also
subcategories in (NIST, 2023)):

1. Al risks based on assessments and other analytical output from the Map and Measure
functions are prioritised, responded to, and managed.

2. Strategies to maximise Al benefits and minimise negative impacts are planned, prepared,
implemented, documented, and informed by input from relevant Al actors.

3. Alrisks and benefits from third-party entities are managed.

4. Risk treatments, including response and recovery, and communication plans for the identified
and measured Al risks are documented and monitored regularly.

In developing, using, and maintaining trustworthy (Al-based) advanced automation, developers/
manufacturers and users of Al-based systems cooperate with other users and/or developers/
manufacturers in the context of general demands and interactions by society, and specific regulations
and oversight actions by regulators as well as related guidance and standards. Figure 14 provides a
schematic diagram of the interactions between these entities, where it is considered that each
organisation that uses or develops/manufactures/maintains Al-based systems apply (to some extent)
an Al Risk Management Framework with its core functions Govern, Map, Measure, and Manage.
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Figure 14. Schematic diagram of interacting system developers and users, which all apply Al risk
management frameworks, and their relation with regulator and society.

A.3.2 Evaluation

Related KPAs: Accountability, Responsibility, Safety, Security, HF

Applicable readiness levels: NIST’s Al RMF supports organisations designing, developing, deploying,
or using Al systems. Applicable readiness levels are not explicitly indicated in (NIST, 2023), but the
methods in the framework seem relevant at a wide range of readiness levels except for more basic
research: TRL 4-9 and HRL 4-9. Emphasis is placed on the risk management by organisations employing
Al in operation at TRL9 and HRL 9.

Levels of automation: It can support all levels of automation LOA-0 to LOA-5.
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Link with EASA objectives themes:

e Characterization: Al RMF includes methods for Al characterization.

e Safety assessment: Al RMF can be used in support of design, development, deployment or use
of Al systems to manage risks of Al, including safety risks.

e Information security: Al RMF can be used in support of design, development, deployment, or
use of Al systems to manage risks of Al, including information security risks.

e [Ethics-based assessment: Al RMF includes methods for ethics-based assessment.

e Development and post-ops Al explainability: Al RMF includes methods for Al explainability.

e Operational Al explainability: Al RMF includes methods for Al explainability.

e  Human-Al teaming: Al RMF includes methods for Human-Al teaming.

e Modality of interaction and style of interface: Al RMF includes methods for interfacing.

e Error management: Al RMF includes methods for error management.

e Failure management: Al RMF includes methods for failure management.

e Al safety risk mitigation: Al RMF includes methods for Al safety risk mitigation.

e Organisations: Al RMF has a strong focus on risk management processes in organisations.

Uncertainty: Dependent on the particular method in the Al RMF.
Technical complexity: Dependent on the particular method in the Al RMF.

Benefits: The framework provides a broad range of methods in the Al RMF Playbook (NIST, 2024) that
can support safety management of Al-based systems. These provide suggested actions and
documentation for all aspects of the Govern, Map, Measure, and Manage steps.

Limitations: The framework has a broad scope. It may be hard to find suitable methods in support of
aviation and ATM.

A.4 BUSA (Bias, Uncertainty and Sensitivity Analysis)

If for a risk assessment it is not possible to collect data in reality, valuable feedback can be obtained by
developing a model of reality and collecting data from that model. A risk model is a visual or
mathematical representation of a system or critical scenario, and a useful tool for communication
about the risk. By definition, such model differs from reality at various points and levels: assumptions
have been adopted to simplify or generalise reality into a model structure, and parameters have been
given values. The model contains various types of uncertainty, including Epistemic uncertainty
(deficiencies due to lack of knowledge or information) and Aleatory uncertainty (intrinsic randomness
in the data). Therefore, any observations or conclusions made about the model should include an
assessment of the combined effect of these differences and uncertainties in terms of bias and
uncertainty at the risk level.

The aim of BUSA (Bias, Uncertainty and Sensitivity Analysis) is to get detailed insight into the effect of
all biases and uncertainties encountered during a model-based risk assessment. The method aims to
assess all variations and assumptions on their bias and uncertainty effect on risk, and to combine the
results to get an unbiased estimate of ‘true risk’ and a credibility interval for ‘true risk’. BUSA is an
important step in Verification and Validation of model-based risk assessment (Beale, 2006), (Arnaldo
Valdes et al., 2019).
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In this context, an assumption is defined as any modelling choice with potential to imply a difference
between model and 'reality’, given the goal of the assessment, see Figure 15. Examples are choices for
(quantitative) parameter values, particular hazards not covered by the model (e.g. assumed negligible),
model structure choices, and numerical approximations. These assumptions apply to quantitative
models as well as to qualitative models.

Model-based risk
point estimate

Risk Sensitivities

Bias and Uncertainty Risk expectation value

Assessment

: Model-Reality
| Differences

Risk credibility interval

“Reality” “True Risk”

Figure 15. Bias, Uncertainty and Sensitivity assessment approach. Source: (Everdij et al., 2006).
The BUSA method follows four steps (Everdij et al., 2006).

Step 1: Identify all assumptions adopted in the model-based safety risk assessment. The assumptions
are divided into two groups:

e Parameter value assumptions, i.e. assumptions that concern a quantitative or qualitative value
for a parameter in the model. They are assessed on risk bias and uncertainty in Step 3 below.

e Non-parameter value assumptions, i.e. all other types, such as assumptions due to model
structure choices, aspects not covered by the model, numerical approximations, etc. They are
identified by systematically comparing the model with the operational design description and
other inputs. They are assessed on risk bias in Step 2 below.

Step 2: Determine for each non-parameter value assumption whether its introduction has increased
risk or decreased risk, and determine the factor of risk increase or decrease due to the assumption
(conditional on all assumptions already assessed). Step 2 is first conducted qualitatively, using terms
Negligible, Small, Minor, Considerable, and Major for the factor of risk increase/decrease. For
guantitative models the assessments can next be refined quantitatively, using additional statistical
data and expert judgment (and restricting to those assumptions that have a non-Negligible bias or
uncertainty).

Step 3: Determine for each model parameter value assumption: a 95% credibility interval for the value
of the parameter (using statistical information and expert judgment), and the risk log-sensitivity of the
value of the parameter. The risk log-sensitivity is a measure for the change in risk, due to a change in
a parameter value; this change is determined as a (multiplicative) factor and is typically determined
using model simulations with various parameter settings. The credibility interval and risk sensitivity
results are combined as input to Step 4. Step 3 is first conducted qualitatively, using terms Negligible,
Small, Minor, Considerable, and Major for the size of the credibility interval and for the risk log-
sensitivity. For quantitative models the assessments are next refined quantitatively, using additional
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statistical data and model simulations (and restricting to those assumptions that have a non-Negligible
bias or uncertainty).

Step 4: The outputs of steps 2 and 3 are combined to obtain an estimate for:

e Expected Risk, i.e. model-based risk compensated for bias and uncertainty in the model
assumptions.
e A 95% credibility interval for the risk.

The results can be plotted e.g. as in Figure 16, where parameter m is a parameter of interest, such as
a separation minimum, and where the risk point estimate is the model-based risk level before BUSA.
For qualitative models, the bias and uncertainty is often expressed by an qualitative uncertainty band
such as ‘Negligible to minor increase’.

e Risk point estimate /
T — o Expected risk

T T Credibity interval /

Parameter m _

Figure 16. Example result of BUSA for a quantitative risk model.

For qualitative risk models, the sensitivity analysis part is more challenging. However, it is still
important to maintain a list of all modelling assumptions adopted and (for KPA safety) maintain a list
of all hazards identified.

Related KPAs: All. BUSA can be of value in any model-based risk assessment, irrespective of KPA.

Applicable readiness levels: All. BUSA can be of value at any TRL or HRL.
Levels of automation: It can support all levels of automation LOA-0 to LOA-5.
Link with EASA objectives themes:

e Safety assessment: BUSA can be used to assess uncertainty and sensitivity in safety risk results.
e Information security: BUSA can be used to assess uncertainty and sensitivity in security risk
results, and for the impact on other KPAs, e.g. safety.
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e [Ethics-based assessment: BUSA can be used to assess uncertainty and sensitivity in
environmental impact assessment.

e Development and post-ops Al explainability: BUSA-attained knowledge on uncertainty and
sensitivity of KPAs, like safety, can be used to determine the need for explainability.

e Operational Al explainability: BUSA-attained knowledge on uncertainty and sensitivity of KPAs,
like safety, can be used to determine the need for explainability.

e Human-Al teaming: BUSA-attained knowledge on uncertainty and sensitivity of KPAs, like
safety, can be used for diagnosis of complex situations in human-Al interactions.

e Modality of interaction and style of interface: BUSA-attained knowledge on uncertainty and
sensitivity of KPAs, like safety, can be used for diagnosis of interaction modes and interface
style.

e Error management: BUSA-attained knowledge on uncertainty and sensitivity of KPAs, like
safety, can be used to improve error robustness of the design.

e Failure management: BUSA-attained knowledge on uncertainty and sensitivity of KPAs, like
safety, can be used to improve failure robustness of the design.

e Al safety risk mitigation: BUSA-attained knowledge on uncertainty and sensitivity in safety risk
can be used to determine the need for safety risk mitigation, and to identify issues that
contribute most to remaining risk.

e Organisation: BUSA-attained knowledge on uncertainty and sensitivity in safety risk can
support organizations in continuous assessment of assumptions and conditions.

Uncertainty: The purpose of the method is to identify all sources of uncertainty and to analyse the
effect on the outcome.

Technical complexity: The complexity of the method depends on the complexity of the underlying
operation or model.

Benefits:

e Essential step in any KPA evaluation. Without an idea of the bias and uncertainty in the input
and their effect on the output, the output is uncertain which is a risk in itself.

e It includes coverage of the effects of all model assumptions adopted, including their
combinations.

e [t generates both an expected risk result, and a 95% credibility interval for realistic risk.

Limitations:

e The technique relies partly on expert judgment, hence these results may be subjective.
Resources required are: Operational experts who are able to judge (changes in) accident risks;
Expert who is able to run the underlying risk model with different parameter settings;
Statistical data (or expert judgment-based data) on suitable parameter values, including
credibility intervals for these data.

e Some subject matter experts are uncomfortable with assessing assumptions on risk bias and
combining the results in a quantitative measure.
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A.5 Environmental Assessment of Al Ecosystem

In the development of new ATM operations and supporting systems, environmental impact due to
changes in flight operations is assessed (SESAR JU, 2024a). In addition, for concepts using advanced
automation with Al-based systems, an assessment of the environmental impact due to the Al
ecosystem can be performed. This would allow to compare the possible reduction in environmental
impact as a result of more efficient operations as enabled by Al-based systems with the environmental
costs of the Al ecosystem.

In (Wu et al., 2022) a holistic perspective on the environmental impact of Al systems is advocated. This
concerns a wide view on the Al ecosystem, including machine learning (ML) pipelines, as well as the
life cycle of model development and system hardware, including manufacturing and operational use.
The ML pipeline must be considered end-to-end, to assess the energy use for data collection, model
exploration and experimentation, model training, optimization and run-time inference. The frequency
of training and scale of each stage of the ML pipeline must be considered to understand salient
bottlenecks to sustainable Al. Wu et al. (2022) provide various examples of gains in efficiency in the
ML pipeline that have been achieved for large ML models at Meta. It is indicated that a sustainable
mindset is needed where optimization goes beyond efficiency across software and hardware and
where competitive model accuracy is achieved at a fixed or preferably reduced computational and
environmental cost.

Related KPAs: Environmental sustainability

Applicable readiness levels: Feedback on the environmental impact of the Al ecosystem can be used
from early development stages at TRL 3 to system operation at TRL 9.

Levels of automation: It can support all levels of automation LOA-0 to LOA-5.
Link with EASA objectives themes:

e FEthics-based assessment. Environmental Assessment of Al Ecosystem especially contributes to
Obj.ET-06.

Uncertainty: Levels of uncertainty are not addressed in the results of (Wu et al., 2022), but assessment
of uncertainty in energy needs could be added.

Technical complexity: Environmental assessment of the Al ecosystem is a new topic (Wu et al., 2022).
It requires detailed knowledge of the environmental implications of its elements.

Benefits:

e Assessment of the impact of the Al ecosystem is a new element that has not yet been
considered in ATM environmental impact assessments.

Limitations:

e |tis a new approach without detailed guidelines.
e |t requires considerable knowledge of technical details of the Al ecosystem.
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e Given the large energy demand of flight operations, it could well be that the environmental
impact of the Al ecosystem is much smaller than the environmental impact enabled by an Al-
based ATM system.

A.6 FMEA (Failure Modes and Effects Analysis)

FMEA (Failure Modes Effects Analysis) is a bottom-up reliability analysis technique that considers
failures rather than hazards, and hence does not usually consider operating procedures, human
factors, and transient conditions. It includes the identification of failure modes, the determination of
the effect of the failure mode, a determination of how to detect the failure modes, and an assignment
of a failure rate per failure mode (only in case of a quantitative FMEA).

FMEA is used for the analysis of technical systems, and is an established part of SAE ARP4761, the
standard for safety assessment of civil airborne systems and equipment. EASA Guidance Material for
the certification of ATM/ANS ground equipment (EASA, 2023) states that FMEA should be performed
to evaluate the failure conditions of ATM/ANS ground equipment.

FMEA supports safety assessments at various levels, e.g. overall system, system part, and individual
component. It is performed at a given level, and can either consider functions (functional FMEA), or
actual pieces of equipment (piece-part FMEA). In either form of FMEA, the major steps include
preparation, analysis, and documentation.

Preparation of the FMEA includes determining the customer requirements, obtaining current
documentation, and understanding the operation of the function. Further information to be obtained
includes specifications, current drawings on schematics, parts lists, functional block diagrams,
explanatory material regarding the theory of operation, FMEA on a previous or similar function, et
cetera.

The analysis phase of the FMEA includes the following activities:

e Gaining knowledge on the functions and the design being analysed. Includes reviewing and
understanding the information collected during the preparation phase.

e |dentification of failure modes. Components and functions that make up the given level are
considered on how they may fail.

e Determination of the effect of the failure mode. Consider the effect at the given level and on
higher levels. This activity includes the definition of “failure effect categories’, corresponding
to a unique higher level effect. Use is made of worksheets (see also documentation step
below).

e Determination of how to detect the failure modes. Usually, but not always included. Detection
means are also included in the FMEA worksheet.

e Assignment of a failure rate per failure mode (only in case of a quantitative FMEA). Whenever
possible, this is determined from failure data of similar systems already in use.

Documentation of the FMEA is done in a FMEA report, and includes describing the objectives, all inputs
and all activities and results. Usually, a FMEA worksheet is used for documentation of the various
activities, consisting of a table with column headings such as item, potential failure mode, potential
effects of the failure mode, severity of the failure, potential causes of the failure, and likelihood that a
potential cause will occur.
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FMECA (Failure Modes Effects and Criticality Analysis) is an extension of FMEA that also includes
criticality analysis, which allows charting the probability of failure modes against the severity. FMECA
is more commonly used than FMEA and is more suited than FMEA for hazard control (FAA, 2000). The
main activities to be performed in FMECA are largely in line with the description of the analysis step
of FMEA above. The main difference is that after the identification of the detection means, the activity
of Determining criticality is added. This is usually expressed in a criticality index, which is a combination
of the severity of the effect and the probability of occurrence of the failure mode.

Numerous other extensions of FMEA are in use such as DMEA (Damage Mode and Effects Analysis),
HEMECA (Human Error Mode, Effect and Criticality Analysis), HF PFMEA (Human Factors Process
Failure Mode and Effects Analysis), HMEA (Hazard Mode Effects Analysis), SWFMEA (Software Failure
Modes and Effects Analysis), and many others that do not end with “MEA”.

AEA (Action Error Analysis) analyses interactions between machine and humans, and is used to study
the consequences of potential human errors in task execution related to directing automated
functions. It is similar to FMEA and HAZOP (and uses guidewords such as ‘omitted’, ‘too late’), but is
applied to the steps in human procedures rather than to hardware components or parts.

Related KPAs: Safety.

Applicable readiness levels: TRL 3 —6.

Levels of automation: It can support all levels of automation LOA-0 to LOA-5.
Link with EASA objectives themes:

e Safety assessment. FMEA contributes to safety assessment.

e Failure management: FMEA analyses failure modes of systems and evaluates the impact on
safety. Such knowledge provides a basis for failure management strategies.

e Al safety risk mitigation: FMEA assesses the safety impact of failure modes, potentially
addressing unacceptable remaining safety risks, which need to be mitigated.

Uncertainty: FMEA usually does not consider interactions between system elements or failure modes,
and usually does not account for uncertainties in the input data.

Technical complexity: Low
Benefits:

e FMEA is widely considered as a main reliability method for technical systems. The method is
systematic and comprehensive, and is supported by standardised forms.

e The method can provide input to a Fault Tree Analysis or a similar numerical method. This can
be done in a way that includes analysis of the detection of component failures and the
identification of safety-critical equipment where a single failure would be critical for the
system.

e FMEA is widely-used and well-understood, and can be performed by a single analyst.

Limitations:
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e FMEA focuses on single-point failures of technical systems. It does not consider other hazards,
e.g., associated with normal operations, and is not good at identifying hazards caused by
humans or the environment. FMEA is specifically not well suited for analysis of human
reliability, while in aviation most accidents have a significant human contribution. Also,
procedures and processes, and the effects of human mistakes on the functioning of the system
are not considered. Accordingly, FMEA is useful for safety-critical mechanical and electrical
equipment, but should not be the only hazard identification method.

e The method is not very suitable for complex systems, especially systems that involve dynamic
interactions between failures. The method is static, there are no temporal aspects.

e A comprehensive FMEA may be very time consuming and expensive. This specifically holds
true for applications to larger systems, for which the use of some form of computer assistance
is nearly always necessary. Further factors are that not all component failure modes affect
safety on the same level, and that the method may be applied at a level too deep. Duplication
of effort and significant amounts of redundant documentation are not uncommon.

e The method sometimes leads to inconsistencies, ambiguities, or difficulties in understanding.
One reason for this is that there are sometimes so many failures that they are described in a
very brief way. Also, the method does not provide a systematic approach for identifying failure
modes or for determining their effects, and no real means for discriminating between
alternate courses of improvement or mitigation. Effects that arise from multiple causes are
generally not grouped. Information overload from the large but scattered data sometimes
obscures the relations in a FMEA. Finally, the benefit of the method depends significantly on
the experience of the analyst.

e The method requires a hierarchical system drawing as the basis for the analysis, which the
analyst usually has to develop before the analysis can start.

e The method usually does not account for uncertainties in the input data.

A.7 FRAIA (Fundamental Rights and Algorithms Impact Assessment)

The Fundamental Rights and Algorithm Impact Assessment (FRAIA) helps to map the risks to human
rights in the use of algorithms and to take measures to address these risks. Here, an algorithm is
defined as a set of rules and instructions that a computer automatically follows when making
calculations to solve a problem or answer a question, (Ministry of I&KR, 2022). FRAIA is built following
international developments including the EU Al Act (EU, 2024) and the EASA Al guidelines (EASA, 2024).
The Al Act contains a legal requirement to conduct a Fundamental Rights Impact Assessment (FRIA)
when high-risk Al is involved. This legal requirement does not apply to all algorithms because not all
algorithms contain Al. The FRAIA is suitable for both algorithms and Al (Straatman et al, 2024).

The aim of FRAIA is to prevent the premature deployment of an algorithm whose consequences have
not been properly assessed, resulting in risks such as inaccuracy, ineffectiveness or violation of
fundamental rights. It takes the form of a questionnaire with questions of legal, ethical, or technical
perspectives, discussing fundamental rights, data and ethics. The discussion on the different questions
should take place in a multidisciplinary team consisting of people with different specialisations and
backgrounds. For each question, FRAIA indicates who should be involved in the discussion. This tool
pays attention to all roles within a multidisciplinary team. It balances the expected positive impact of
the algorithm against the expected negative impact on fundamental rights, after which an informed
discussion can take place, and a decision can be made on whether or not to deploy the algorithm or
whether modifications are necessary and desirable.
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Related KPAs: Societal sustainability.

Applicable readiness levels: TRL 4-9, HRL 4-9
Levels of automation: It can support all levels of automation LOA-0 to LOA-5.

Link with EASA objectives themes:
e [Ethics-based assessment: The main focus of FRAIA is on assessment of ethics and fundamental
rights.
e Organisation: FRAIA supports organisations in continuous assessment of ethics-based aspects
of applying Al-based systems.

Uncertainty: The method is qualitative; uncertainty is not explicitly taken into account
Technical complexity: Low
Benefits:

e FRAIA is seen as a useful tool for discussing fundamental rights, data and ethics. Users
appreciate the different perspectives (legal, ethical, technical) and discussions it generates.

Limitations:

e The process may be considered time-consuming, some questions are less relevant and users
may struggle to involve all necessary roles.

e Many organisations find it difficult to determine when to conduct a FRAIA. The FRAIA is
especially intended for high-risk algorithms.

A.8 HAZOP (Hazard and Operability study)

The aim of HAZOP is to discover potential hazards, operability problems and potential deviations from
intended operation conditions. It also establishes approximate qualitative likelihood and consequence
of events. It is based on a group review, and is essentially a structured brainstorming using specific
guidewords.

The basic notion is that the processes of a sociotechnical system design can be represented by a
collection of connected nodes, which can be individually reviewed. A HAZOP study considers various
aspects (or parameters) of the operation of nodes and flows between them. In particular, it considers
deviations from the intended behaviour, prompted by guidewords, and consequences of these
deviations.

The five elements of a HAZOP study are (Storey, 1996):

1. A team of multi-disciplinary ‘experts’, including chairperson, secretary, system designer,
engineer, operator/controller, human factors expert.
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2. Arepresentation of processes of a sociotechnical system design, in terms of nodes/parameters
and flows between them. For the role of a human operator this may be based on a task analysis
diagram or a decision flow diagram.

3. Alist of guide words, e.g.

e NO or NONE, meaning a complete negation of the intention

e REVERSE, meaning the clear opposite of the intention

e LESS OF/MORE OF, meaning a quantitative decrease/increase

e AS WELL AS/PART OF, meaning a qualitative increase/decrease

e SOONER THAN/LATER THAN, meaning intention done sooner/later than required

e Depending on the type of processes other or additional guidewords may be used like
OTHER THAN, REPEATED, MIS-ORDERED, EARLY, LATE.

4. Alist of property words. For a technical system these may be e.g. flow, temperature, pressure,
concentration, reaction, transfer, contamination, corrosion/erosion, testing. For a human
operator these property words could include e.g. Information, Management, Selection,
Communication, Input.

5. Arecording form to capture information, i.e. a table with the following column headings: Step,
Deviation, Cause, Consequence, Indication, System defence, Recommendations.

Related KPAs: HF, Safety

Applicable readiness levels: Since HAZOP uses all types of process descriptions as input, it is best used
late in design. However, a preliminary HAZOP can be applied on conceptual process descriptions early
in the design stage to avoid later costly problems. A full HAZOP can then be done later in the design
process, even if a preliminary HAZOP has already been done. TRL 3-6, HRL 3-6.

Levels of automation: It can support all levels of automation LOA-0 to LOA-5.
Link with EASA objectives themes:

e Safety assessment: HAZOP contributes to safety assessment.

e Human-Al teaming: HAZOP can be used to analyse decision-making flows between agentsin a
human-Al team.

e Error management: HAZOP can be used to analyse the impact of errors in sociotechnical
systems.

e Failure management: HAZOP can be used to analyse the impact of failure modes.

e Al safety risk mitigation: HAZOP assesses the safety impact of hazards, potentially addressing
unacceptable remaining safety risks, which need to be mitigated.

Uncertainty: HAZOP is a qualitative approach that does not explicitly account for uncertainties and
assumptions.

Technical complexity: Low
Benefits:

e HAZOP is effective for both technical faults and human errors; it covers human operators in
the loop.

e HAZOP can rapidly spot those functionalities whose failure mode effects can be remedied. It
recognises existing safeguards and develops recommendations for additional ones.
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e Unlike FMEA it does not require the systematic study of the failure modes of each part of the
functionality and of their effects.

e |t does not concentrate only on failures, but has the potential to find more complex types of
hazardous events and causes.

e |t provides a systematic coverage and can lead to the discovery of new hazards.

e |t encourages creative thinking about all the possible ways in which hazards or operating
problems may arise.

e HAZOP is useful in the analysis of complex systems or plants, with which there is yet little
experience, and procedures that occur infrequently.

e |t canidentify design problems at an early stage.

e Only limited training required; HAZOP is an ‘intuitive’ method.

e |t uses the experience of operating personnel as part of the team. The use of a team gives a
range of viewpoints and the interaction of several disciplines or organisations provides results
that are often overlooked by groups working in isolation.

e HAZOP has a good track record in certain industries; it is widely used and its disadvantages are
well-understood.

Limitations:

e |t is difficult to assign to each guideword a well-delineated portion of the system and failure
causes.

e Due to the systematic approach used and the number of people involved, the method is often
time-consuming, and therefore expensive.

e Its success heavily depends on the facilitation of the leader and the knowledge, experience,
degree of co-operation and commitment of the team. GIGO (garbage in, garbage out) applies.

e HAZOP cannot easily model dependency between failures.

e |t concentrates on single deviations, rather than on cases with multiple deviations or failures.

e Itis optimised for process hazards, and needs modification to cover other types of hazards.

e It requires development of procedural descriptions, which are often not available in
appropriate detail. However, the existence of these documents may benefit the operation.

e Documentation is lengthy (for complete recording).

e It analyses causes and effects with respect to deviations from expected behaviour, but it does
not analyse whether the design, under normal operating conditions, yields expected behaviour
or if the expected behaviour is what is desired.

e Deviations from within components or processes are not inspected directly; instead, a
deviation within a component is assumed to be manifested as a disturbed flow. Process-
related malfunctions and hazards may be neglected in favour of component-related causes
and effects.

A.9 Heuristic Evaluations

A heuristic evaluation is a method for identifying design problems in a user interface. It can be used by
Subject Matter Experts (SMEs) to foresee most usability issues. A set of best practices (guidelines,
heuristics) is chosen that suits the system under analysis. Evaluators then record their observations
while interacting with the user interface and rate how well it aligns with the chosen
guidelines/heuristics. For any problem encountered, remedial measures are proposed. In detail:
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1. Define a set of tasks or scenarios. Tasks representative for the planned use of the system
should be identified for the evaluators to perform using the interface. A task list may be
derived from a Hierarchical Task Analysis (HTA, see Appendix A.11).

2. Choose a set of heuristics. Multiple sets of general heuristics exist, such as the 10 usability
heuristics developed by Nielsen (2024). As commonly used heuristics often do not consider
specific domains as is the case with automation or Al, these may be supplemented by
appropriate guidelines. Various Guidelines for Al system exist, such as the ALTAI (Assessment
List for Trustworthy Al) requirements checklist (EASA, 2024), the Microsoft Al Design
Guidelines (Amershi et al., 2019) or the guidelines for the design of human-autonomy systems
(Endsley, 2017) that incorporate situation awareness considerations. EASA objectives may also
be analysed for fulfilment by heuristic evaluators (refer to Link to EASA Objectives below for
examples). For some product types, more specific heuristic checklists exist, such as the
Augmented and Mixed Reality Usability Heuristic Checklist for AR/MR applications (Derby,
2023).

3. Perform the chosen tasks. Evaluators note their observations while interacting with the
interface to complete the predefined tasks.

4. Compare heuristics against the interface. Evaluators judge how well the interface aligns with
each heuristic chosen for analysis. When a heuristic is not met, problems should be recorded
and remedial measures proposed.

5. Discuss and aggregate results. If multiple evaluators are involved, they should compare their
observations and collate their findings after all have completed their heuristic evaluations.

Related KPAs: HF, Safety, Efficiency

Applicable readiness Levels: Best used early on when the first mock-up or prototype has been
developed and iteratively, after changes have been implemented, i.e. HRL 3-6.

Levels of automation: It can support all levels of automation that include a human operator: LOA-0 to
LOA-4.

Link with EASA objectives themes:

e Development and post-ops Al explainability: Heuristic evaluations may support the definition
of operational data that needs to be recorded for post-ops analysis of interaction between Al-
based system and end-users.

e Operational Al explainability: The prime purpose of heuristic evaluations is to analyse and
improve the interface between Al-based systems and end-users, including Al operational
explainability.

e Human-Al teaming: Heuristic evaluation can support analysis and improvement of interactions
between humans and Al-based systems.

e Modality of interaction and style of interface: The prime purpose of heuristic evaluations is to
analyse and improve the interface between Al-based systems and end-users, including
interaction modes and interface style.

e Error management: Heuristic evaluations can support the analysis and design of fault tolerant
interfaces and suitable information provision to users in the case of errors.

e Failure management: Heuristic evaluations can support the analysis and design of suitable
information provision to users in the case of failures.
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Uncertainty: Heuristic evaluations are based on subjective judgment with poor reliability and validity.
Involving three to five SMEs to perform the heuristic evaluation is recommended to increase the
quality of results. While many usability problems can be identified early on, heuristic evaluations are
not exhaustive so they may be followed up with usability testing.

Technical complexity: Heuristics are simple to use and require very little training.
Benefits

e Heuristic evaluations are simple, requiring little training.
Heuristics can be applied early on and iteratively in the design cycle to functional prototypes
as well as static mock-ups or paper drawings.

e Many usability problems can be identified and addressed early in the design process.
e |tis a cost-effective approach to interface assessment requiring few resources.
e Heuristic evaluations are quick to be performed and analysed.
e Findings of heuristic evaluations offer immediate and useful feedback on the interface’s
problems and potential solutions.
Limitations
e Heuristic evaluations have poor reliability and validity.
e Findings are not exhaustive.
e Evaluations are subjective.
e Results depend on the skills and knowledge of evaluators, so SMEs are needed.

A.10 HITL (Human-In-The-Loop) Simulations & Wizard of Oz

Human-in-the-Loop (HITL) studies involve a high-fidelity interactive simulation in which participants
interact with the system as they would in real life and thereby influence the outcomes of events in the
simulation. Both common as well as rare, but critical real-world scenarios, may be replicated in human-
in-the-loop simulations. This way, scenarios can be tested in a controlled setting to identify issues that
would otherwise only become apparent after the new system is deployed and the scenario arises in
the real world. HITL simulations may involve a mature Al-based system that is tested in conjunction
with the human participants or a prototype controlled by a human operator.

A common method employed in Human-in-the-Loop studies including Al features is the Wizard of Oz
technique (Cooke, 2020). In Wizard of Oz studies, participants interact with a prototype that is
presented as being an autonomous system, but is actually controlled by a hidden human operator (the
“wizard”). This allows for early testing of how humans will interact with the autonomous system before
it is fully developed. It also eliminates the risk of inconsistent or unwanted behaviour of the
autonomous system. Depending on the goal of the study, the human operator may also deliberately
cause unwanted system behaviour to assess how humans react when the autonomous system is not
working as intended.

A procedure of a HITL simulation with optional Wizard of Oz technique includes:

1. Define a research question and task. The research question and studied task will guide the
procedure of the simulation and metrics assessed. A high-level task may be derived from an
HTA.
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2. Develop use case scenarios. Scenarios are developed in which the task is to be completed.
These may include day-to-day procedures as well as critical events representing conditions the
user may encounter in the real world.

3. Create the simulation. The simulation setup should replicate all relevant components of the
real-world environment. Additionally, the system to be studied should be prototyped allowing
for interaction by the user and control by the wizard. The prototype should be integrated into
the simulation set-up.

4. Develop a script of events. It should be noted under what conditions use case scenarios will
occur in the simulation runs, e.g. at a specific point in time or triggered by a preceding event.

a. Develop a script for the wizard. To ensure consistent responses of the wizard to
participant’s inputs, a detailed script should be written for the wizard outlining every
potential user input and associated response by the wizard. This allows for consistent
responses across participants matching the intended functionality of the autonomous
system.

5. Obtain ethical approval from an ethics committee. Research involving human participants
generally requires ethical approval.

a. Obtain ethical approval for deception. It is important to note that the Wizard of Oz
technique uses deception since participants are made to believe that they are
interacting with an autonomous system instead of a human operator.

6. Prepare equipment. Next to the simulation setup, any equipment required to record selected
metrics may be set up, including recording devices, selected questionnaires, and instructions
given to the participants.

a. Prepare instructions for wizard. The wizard should follow a script that should cover all
scenarios of the simulation runs.

7. Pilot test. It is recommended to run a pilot study to test whether the simulation is working as
planned and check clarity of instructions given to participants. This may also be done internally
without the need to recruit end-users. Afterwards, the simulation and instructions may be
refined accordingly. A second pilot study may be required when many changes were made to
ensure that all identified issues have been addressed sufficiently.

a. Pilot test the wizard script. In a pilot study, potential gaps in the wizard’s script may
be identified and the script improved iteratively.

8. Recruit end-users. Participants should represent potential end-users of the system.

9. Brief participants. The procedure and purpose of the study should be presented to participants
including all metrics recorded. They may be given an overview of the new system as a
demonstration, either live or as a video in which the functionalities of the system are
presented. This can be followed by a training session in which they familiarise themselves with
the simulation and the new system. Participants should be given time to ask questions before
the simulation runs. Before the simulation runs, they should sign an informed consent form
approved by the ethics committee.

a. Present the “autonomous” system. During the presentation or demonstration of the
system, participants are led to believe that the system they are going to interact with
is autonomous.

10. Run the simulation. After participants are instructed, the simulation is run. It is recommended
to provide no to minimal assistance or feedback while the participants progress through the
simulation. Researchers may note observations or participant’s comments during the
simulation run. Depending on the research questions and their complexity, use cases may be
presented one-by-one in separate runs or after one another during the same simulation run.
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Some intrusive measures may be chosen that are administered during the run, such as
Instantaneous Self-Assessment (ISA), Situation Present Assessment Method (SPAM). If
participants complete multiple simulation runs (as in a within-subjects design), they may be
given a break after each run to reduce fatigue and collect feedback through questionnaires.

11. Administer selected questionnaires. After one or all simulation runs are completed,
participants may be asked to rate their experience on the chosen questionnaires. Depending
on the goal of the study, participants may retrospectively rate their workload (e.g. NASA-TLX),
situation awareness (e.g. Situation Awareness Rating Technique, SART). They may also be
asked to rate the interface’s usability (e.g. System usability Scale, SUS), their trust in the system
(e.g. the Trust between People and Automation scale, TPA) or acceptance of the system (e.g.
System Acceptance Scale, SAS). In conjunction with standardised questionnaires, participants
may be asked open questions.

12. Debrief participants. Participants may be asked to reflect back on the simulation runs through
semi-structured interview to gather qualitative insights.

a. Debrief about use of deception. If deception was used as in the Wizard of Oz
technique, participants should be debriefed about the elements of deception including
the reasons for deception. Participants should be given the opportunity to withdraw
their consent or re-consent after complete disclosure of the deception.

13. Analyse data and report findings. Both qualitative and quantitative data can be derived from
usability studies. Questionnaire data may hint at potential problems and can be used to
compare the interface to a benchmark or similar interfaces. Task completion times, search
patterns, and errors or success rates also reveal strengths and weaknesses of the interface.
Combining these findings with participant’s comments or answers to open questions can help
to understand why problems exist and what may need to change.

Related KPAs: Safety, HF, Efficiency
Applicable readiness levels: HRL 5-9

Levels of automation: It can support all levels of automation that include a human operator: LOA-0 to
LOA-4.

Link with EASA objectives themes:

e Safety assessment: HITL simulations can support a safety assessment.

e Operational Al explainability: HITL simulations are a prime means to analyse and improve the
interface between Al-based systems and end-users, including operational Al explainability.

e  Human-Al teaming: HITL simulations can support analysis and improvement of interactions
between humans and Al-based systems.

e Modality of interaction and style of interface: HITL simulations can support analysis and
improvement of the interface between Al-based systems and end-users, including interaction
modes and interface style.

e Error management: HITL simulations can support the analysis and design of fault tolerant
interfaces and suitable information provision to users in the case of errors.

e Failure management: HITL simulations can support the analysis and design of suitable
information provision to users in the case of failures.

e Organisation: HILT simulations can support the development of training processes for
interacting with Al-based systems by end-users.
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Uncertainty: Since usually a limited number of scenarios can be analysed, for risk assessments the level
of uncertainty in the output can be high.

Technical complexity: High
Benefits:

e HITL simulation enables testing of an Al-based system before it is (fully) developed and it can
reveal issues before deployment of the tested system.

e |t provides in-depth analysis of how end-users will interact with the system.

e Controlling the Al-based system manually in the Wizard-of-Oz mode ensures replicable and
desirable actions of the system.

e |t provides the opportunity to study human responses in in critical scenarios, including non-
nominal conditions of technical systems.

Limitations:

e HITL simulation infrastructure and tuning for a particular advanced automation operational
concept are costly.

e Conducting a HITL simulation experiment is costly and time-consuming.

e Only a limited number of scenarios can be evaluated in HITL simulation runs. This means that
potentially critical scenarios, types of variability in traffic conditions, and uncertainties in the
input of Al-based systems are neglected.

A.11 HTA (Hierarchical Task Analysis)

Hierarchical Task Analysis (HTA) is a top-down task decomposition method that determines how a task
is split into subtasks and in which order the subtasks are performed. The list of steps to be conducted
in an HTA has minor variations across references; according to (Diaper & Stanton, 2004), the steps are
as follows:

1. Decide the purpose(s) of the analysis. For example, to design a new system, to modify an
existing system, or to develop operator training.

2. Definition of task goals. Get agreement between stakeholders on the definition of the
performance goals of the task and on how one would know whether these goals have been
attained. Stakeholders may include designers, managers, supervisors, instructors, and
operators.

3. Identify data acquisition means. Identify sources of task information and select means of data
acquisition. Available sources may include direct observation, walk-through, protocols, expert
interviews, operating procedures and manuals, performance records, accident data, and
simulations.

4. Acquire data and draft a decomposition table/diagram. Collect the data of step 3 and use it to
develop a task decomposition. This can be done in a diagram or table, or both. At the top of
the diagram is the primary task. Below it are subtasks that need to be executed to complete
the primary task. For the subtasks the order in which they need to be addressed is indicated.
At the next level, the subtasks are decomposed in the same way. The subtasks are
appropriately numbered for easy reference.
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5. Re-check the validity of the decomposition with stakeholders. Here, stakeholders may be
invited to confirm the analysis. It is recommended to revert to step 4 until misinterpretations
and omissions have been rectified.

6. ldentify significant operations. Here, it is determined where to cut off further decomposition,
based on the purpose of the analysis. The main stopping rule is to stop re-describing when
further re-description will add no useful information for the analysis, given the scope of the
analysis. A frequently used HTA stopping rule is P x C: Stop when the product of probability of
unsatisfactory performance (P) times some cost of unsatisfactory performance (C) is judged
acceptable (Diaper & Stanton, 2004).

7. Generate and, if possible, test hypotheses concerning task performance. The HTA analysis is
used to generate hypotheses concerning the likely sources of actual or potential failure to
meet overall task goals and to propose practical solutions. The solutions are to be regarded as
hypotheses to be tested.

The required depth of the HTA diagram depends on the depth of analysis and the complexity of the
task. Three ‘levels’ in the HTA diagram is usually the minimum, with seven as a practically-
recommended maximum. Although diagrams are more easily assimilated by people, tables are more
thorough, because detailed design notes can be added.

Related KPAs: HF, Efficiency

Applicable readiness levels: Task analysis is typically initiated at HRL 3 and may be updated until full
maturation of the human system design at HRL 6.

Levels of automation: It can support all levels of automation that include a human operator: LOA-0 to
LOA-4.

Link with EASA objectives themes:

e Characterization: HTA can support a functional decomposition of the sociotechnical system.
e Human-Al teaming: HTA can support analysis of task allocation in human-Al teams.

Uncertainty: HTA is a qualitative approach that does not explicitly account for uncertainties and
assumptions.

Technical complexity: Low
Benefits:

e HTA decomposes complex tasks into subtasks and is useful for concurrent operations. The
hierarchical structure of HTA enables the analyst to focus on crucial aspects of the task within
the context of the overall task.

e HTA offers two distinct training benefits to people engaged in the analysis. First, analysts can
use the technique rapidly to gain insight into processes and procedures in an organisation.
Second, it has training benefits for people collaborating with the analyst, since they are
required to express how they think tasks should be carried out, thereby articulating their
understanding of systems.

e Separating a task into subtasks allows the design of supporting systems to offer new ways of
performing parts of the task.
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e HTA is helpful in the redesign of an existing product or process where tasks should follow a
logical sequence.

e The HTA is commonly used and widely accepted in cognitive task analysis.

e |t is applicable to human-computer interaction design and has been adopted by designers in
software design.

Limitations:

e HTA focuses on processes, meaning that it may not pick up problems with the look, layout, or
content of the interface.

e |t does not account for system dynamics. HTA does not give a good sense of the length of time
of various activities. As a result, inefficiencies due to "waiting" may be missed.

e |t is difficult to represent goals which apply to every activity, interrupted activities or 'ad hoc'
activities.

e The HTA applies only to procedural activities and not to heavily parallel activities.

e Real tasks may be very complex. HTA does not scale very well; the notation soon becomes
unwieldy, making it difficult to follow.

Other task analysis methods:

It is noted that numerous Task Analysis methods are in use, with HTA one of the best known. Other
well-known examples are:

e ACT-R (Adaptive Control of Thought - Rational) aims to define the basic and irreducible
cognitive and perceptual operations that enable the human mind. In theory, each task that
humans can perform should consist of a series of these discrete operations.

e CFA (Cognitive Function Analysis) enables a design team to understand better the right balance
between cognitive functions that need to be allocated to human(s) and cognitive functions
that can be transferred to machine(s).

e CTA (Cognitive Task Analysis) is used to design human-system interaction and displays, assess
job requirements, develop training, or evaluate teamwork. The framework consists of: (a) an
analysis of the task that has to be carried out to accomplish particular goals; (b) an analysis of
the knowledge and skills required to accomplish these tasks; and (c) an analysis of the cognitive
(thought) processes of experienced and less experienced persons.

e GDTA (Goal-Directed Task Analysis) is a cognitive task analysis technique that focuses on the
basic goals for each team role (which may change dynamically), the major decisions that
should be made to accomplish these goals, and the situation awareness requirements for each
decision.

e OFM (Operator Function Model) describes task-analytic structure of operator behaviour in
complex systems, focusing on the interaction between an operator and automation in a highly

3 But also: AET (Ergonomic Job Analysis), CAMEO/TAT (Cognitive Action Modelling of Erring Operator/Task
Analysis Tool), Critical Path Method, Critical Task Analysis, Decision Tables, FPC (Flow Process Chart), HECA
(Human Error Criticality Analysis), OSD (Operational Sequence Diagram), Operator Task Analysis, PERT (Program
Evaluation Review Technique), TAFEI (Task Analysis For Error Identification), TALENT (Task Analysis Linked
EvaluatioN Technique), Talk-Through Task Analysis, Team CTA, TTA (Tabular Task Analysis), Walk-Through Task
Analysis. See e.g. (Everdij & Blom, 2020) for references.
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proceduralised environment. Using graphical notation, OFM attempts to graph the high level
goals into simpler behaviours to allow the supervision of the automation.

A.12 NSV-4 diagram (System Functionality and Flow model)

The NSV (NATO Systems Viewpoint)* describes systems and interconnections supporting NATO
processes. The NSV associates systems resources to the NOV (NATO Operational Viewpoint) and/or
the NSOV (NATO Service-Oriented Viewpoint). These systems are the resources that are used to
construct the services of the NSOV. They support the operational activities and facilitate the exchange
of information among operational nodes as defined in the NOV. The views are numbered NSV-1
through NSV-12, with NSV-1 being the System Interface Description, NSV-2 being the System
Communications Description, see e.g. NoMagic (2025) for the full list.

NSV-4 is the System Functionality Description®, which addresses human and system functionality. The
primary purposes of NSV-4 are to develop a clear description of the necessary data flows that are
inputs and outputs for each resource, to ensure that the functional connectivity is complete, and to
ensure that the functional decomposition reaches an appropriate level of detail. The description
provides detailed information regarding the allocation of functions to resources and flow of data
between functions. NSV-4 can be represented using:

e NSV-4 diagram for Function hierarchies. This diagram is based on the UML Class diagram.

e NSV-4 diagram for Function flows. This diagram is based on the UML Activity diagram.

e UML Class diagram.

e UML Activity diagram.

e SysML Block diagram.

e  SysML Activity diagram.

The functions are often related to Operational Activities captured in an NOV-5. Here NOV (NATO
Operational Viewpoint) is a description of the tasks and activities, operational elements, and
information exchanges required to accomplish NATO missions. The NOV describes how to identify the
nodes, their assigned tasks and activities, and dependencies between nodes. It defines the types of
information exchanged, which tasks and activities are supported by the information exchanges, and
the operational details of information exchanges. The operational viewpoints are numbered NOV-1
through NOV-7, with NOV-5 being the Operational Activity Model.

The NSV-4 view consists of two diagrams, which are created in this order:

1. Functionality Description diagram. This diagram represents Functionality Description
hierarchies and is created in 5 steps: 1) Create Functions. 2) Create or reuse (recommended)
Resources from NSV-1, NSV-2. 3) Draw Is Capable To Perform relationship between the
Resources and Functions. 4) Draw Compositions (whole-part relationships) between the
Functions if necessary. 5) Draw an Implements relationship between the Functions and
Operational Activities from NOV-5.

2. Functionality Description Flow diagram. This diagram represents Functionality Description
flows and is created in 3 steps: 1) Either create Function Actions or drag the Functions from

4 https://docs.nomagic.com/display/UAF12P2024x/NATO+Systems+Viewpoint
5 https://docs.nomagic.com/display/UAF12P2024x/NSV-4+System+Functionality+Description
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the Containment tree directly to the diagram. 2) Connect the Function Actions using the
Function Edges. 3) Display the possible Resource Exchange s on every Function Edge.

Use of NSV-4 within SESAR

In SESAR guidance material (2018), the NSV-4 diagram is used for deriving design characteristics of the
ATM/ANS functional system to ensure that the system operates as specified (the ‘success approach’).
These design characteristics are the functional, performance and interfacing properties of the
ATM/ANS functional system design elements that are affected by the Change and which have a safety
implication. There is focus on those design elements that are modified or new. First, the user identifies
which ATM/ANS functional system design elements would concur to the fulfilment of a given Safety
Objective. Next, Safety Requirements are derived for the previously identified design elements, aiming
at specifying the new or modified functionality or performance. As a general rule, a design element
might be allocated to one or multiple Safety Requirements and a Safety Requirement should not
address more than one design element. Since the design will be further evolving, the corresponding
Safety Requirements will be further refined as well.

The NSV-4 can be created starting from the NOV-5 diagram which describes the scenarios/use cases
(Operational processes) defined for the Solution. The NSV-4 diagram supports the description of how
the resources (human and technical) are contributing to the use case/operational process. The
Activities of the operational process are achieved by Functions, which are provided by a Capability
Configuration, i.e. a combination of Human Roles and technical resources. The latter are represented
as either Technical Systems or Functional Blocks.
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Figure 17. SESAR NSV-4 diagram example, Airport Operational Scenario Execution Phase for Wake Decay
Enhancing Devices. Source: https://www.sesarju.eu/sites/default/files/documents/solution/PJ02-01-
01%20TS%20IRS.pdf

Related KPAs: Safety.
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Applicable readiness levels: According to SESAR guidance material, the NSV-4 diagram is most useful
in the Safety Requirements derivation in both V2 and V3 phases, which translates to TRL2-6.

Levels of automation: It can support all levels of automation LOA-0 to LOA-5.
Link with EASA objectives themes:

e Characterization: NSV-4 diagrams can support functional decomposition of the sociotechnical
system.

e Safety assessment: NSV-4 diagrams can support safety assessment.

e  Human-Al teaming: NSV-4 diagrams can support analysis of task allocation in human-Al teams.

e Al safety risk mitigation: NSV-4 diagrams can be used in support of deriving safety
requirements.

Uncertainty: The models are qualitative; uncertainty is not really accounted for.
Technical complexity: Medium
Benefits:
e The models are used within SESAR Reference Material.
Limitations:

e The modelling approach is not easily consistently applied. Models made for the same subject
but by different experts are often very different.

A.13 Responsibility & Liability Analysis

Responsibility generally means that persons or teams in charge of tasks accept the consequences of
their actions/decisions to undertake the tasks, whether the result to be eventually right or wrong.
Liability is the state of being legally responsible for something. Accountability means that a person or
institution being responsible for a set of duties is required to give account of their fulfiiment, i.e.
explain their aims, motivations and reasons. Authority is the ability to make decisions and take actions
without the need for approval from another member involved in the operations. In (Al-based)
advanced automation concepts there can be shifts in the level of authority. In particular, as explained
in Section 3.1.2, human operators can have full, partial, limited, or no authority, depending on the level
of automation. Such shifts in authority imply shifts in responsibility from human operators to the
developers, producers and maintainers of the (Al-based) systems that attain shared or (almost) full
authority in operations. Furthermore it can be argued that even at levels of automation where the full
authority lies with the human operator (such as LOA-1,2), there may be some level of responsibility
with those who developed/produced/maintained the (Al-based) system that support human operators
in achieving decisions and implementing actions. The interrelations between stakeholders imply that
it may be difficult to identify with precision where responsibility lies in decisions in complex situations,
like incidents and accidents. Analysis of responsibility and liability as part of safety management can
provide clarity and support the adoption of advanced automation.
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The purpose of a responsibility & liability analysis is to identify scenarios and to determine associated
risks for issues regarding responsibility and liability of stakeholders in operational concepts thatinclude
(Al-based) advanced automation. A responsibility & liability analysis includes the following steps.

1. Scope & objectives. The scope of the study concerns the boundaries of the operations, the
equipment and the stakeholders. The equipment includes the new Al-based systems as well
as other relevant systems in the sociotechnical system. The stakeholders may include end
users, end user organisations, developers and producers, trainers, maintainers, and authorities
and regulatory bodies. The scope also includes the identification of a legal framework for the
liability analysis. The objectives concern a description of the types of results than need to be
achieved. This can, for instance, be the identification of conditions where stakeholders may be
responsible/liable, it can be assessment of changes in responsibility/liability, or it can be risks
(outcomes and likelihoods) concerning responsibility/liability.

2. Describe sociotechnical system and accountability. In this step the sociotechnical system,
including the Al-based system and advanced automation, is described. It involves the
operational context, environmental conditions, the functioning and interface of the Al-based
system, the functioning and interaction of other technical systems, the roles, tasks and
responsibilities of human operators and their interaction with all relevant technical systems
(including the Al-based systems). It also describes the accountability structure of the
organisation in line with the scope of the study, i.e. who is accountable for what to whom. This
may for instance concern operators, management, system developers, training, and
maintenance.

3. Identify critical scenarios. The purpose of this step it to identify scenarios that can have a
negative impact on key performance areas of an organisation in the scope of the study, e.g.
safety, security, environmental impact. Such scenarios may for instance be based on a safety
or security assessment that accounts for hazards, interacting stakeholders, and contextual
conditions.

4. Assess responsibility and liability of stakeholders in critical scenarios. In this step a qualitative
assessment is made of the responsibility and liability of stakeholders in the identified critical
scenarios. This can be based upon a risk assessment for other KPAs (like safety, security),
where severities of operational outcomes and likelihoods of attaining such severity levels have
been assessed. For each of these cases the responsibility of directly involved operators as well
as of stakeholders is assessed. Based on the assessed responsibilities and the legal regime, the
potential liability of each stakeholder is assessed. As defined in the scope, the liability may be
assessed in a risk-based way, meaning possible punishment measures and likelihoods of these
severity levels.

5. Conclusions and feedback. The results of the responsibility and liability assessment provides a
structured oversight over responsibilities and possible liability risks for stakeholders in
advancedly automated operations. It may be concluded that particular responsibilities are not
well defined and that additional operational procedures or organisational changes are advised.
It may be concluded that particular liability risks are too high and that changes to the use of
the advanced automation or the organisational embedding are advised.

Related KPAs: Liability, responsibility, accountability

Applicable readiness levels: It can be applied if the system design and operational concept have used
a sufficient level of maturity, like HRL 4/TRL 4 and higher. At lower readiness levels feedback to the
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development can be more easily managed. Responsibility & liability analysis can also support safety
management at HRL 9/TRL 9.

Levels of automation: It can be applied at all levels of automation: LOA-0O to LOA-5.
Link with EASA objectives themes:

e Characterization: One of the elements of Responsibility & Liability Analysis is identification of
the end users, their tasks and responsibilities.

e Safety assessment: It can be used to assess the responsibility and liability of stakeholders in
safety-critical scenarios.

e Information security: It can be used to assess the responsibility and liability of stakeholders in
critical scenarios including information security scenarios.

e Human-Al teaming: It can be used to assess responsibility of agents in human-Al teams.

Uncertainty: Uncertainty may be handled like in other risk assessment approaches, i.e. by providing
ranges of possible severity and likelihood classes.

Technical complexity: The technical complexity of the approach is limited, as it is based on structured
qualitative reasoning. Nevertheless, as the complexity of the argumentation increases with the scope
of the operational concept and the set of stakeholders, the resulting complexity of a study may be
considerable.

Benefits: Responsibilities and potential liability issues have not yet been systematically analysed for
the introduction of advanced automation in ATM and air transport. It is needed to support acceptance
of advanced automation and just culture. A limited initial application was reported in (HUCAN D4.2,
2024).

Limitations: The approach has not yet been applied in detail and may need to be finetuned.

A.14 Safety Scanning and Security Scanning

The purpose of Safety Scanning and its Safety Scanning Tool (SST) is to scan an air transport operational
concept regarding all aspects important for safety. The SST is a self-assessment tool, which shows
stakeholders the loose ends that require further attention from safe concept development, safety
oversight, legislation, regulation, safety management, operational safety, and technology. Oversight
officials can use the tool to identify if the safety argumentation offered by the service provider is
complete and/or mature enough to accept a notified change. (SCAN TF, 2010, 2010a, 2010b).

The SST is built on a set of twenty-two ‘Safety Fundamentals’, which are basic design criteria for safe
operations. The Safety Fundamentals are organised into four groups (Regulation framework, Safety
management, Operational safety, Safety architecture). See Figure 18 for the overview.
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Figure 18. Four perspectives of Safety Scanning. The Safety Fundamentals are in yellow.

The tool guides the user systematically through these Safety Fundamentals, by asking for each
fundamental between one and five related questions. The answers to be given are multiple-choice
(Yes, Partially, No), and a written justification of each choice is required. When all questions have been
answered, the user receives a qualitative overview of the Safety Fundamentals that require further
attention, as well as an automatically generated report of all answers and justifications provided.

Transparency

Maintainability Redundancy

Integrity Interdependence

[ Average safety effort expected
ATM change 1
Functionality [J ATM change 2

Figure 19. Example output of safety scan (Safety Architecture perspective) of two ATM changes.

Security Scanning is a method based on the same principles; it is supported by a Security Scanning Tool
(SecST). The Security fundamentals are provided in Figure 20.
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Figure 20. Security Fundamentals used for Security Scanning Tool (SecST).
Related KPAs: Safety, Security

Applicable readiness levels: TRL1-6 and HRL1-6. The method can be used in all lifecycle stages of a
proposed change, but is most effective during earlier stages.

Levels of automation: It can support all levels of automation LOA-0 to LOA-5.
Link with EASA objectives themes:

e Characterisation: Safety scanning and Security scanning show stakeholders the loose ends that
require further attention from safe concept development, safety oversight, legislation,
regulation, safety management, operational safety, and technology.

e Safety assessment: Safety scanning can support safety assessment.

e Information security: Security scanning can support security assessment.

e Fthics-based assessment: Safety Scanning and Security Scanning address confidentiality and
integrity considerations such as unauthorised disclosure of or access to data.

e Organisation: Safety Scanning and Security Scanning show stakeholders the loose ends that
require further attention from safe concept development, safety oversight, legislation,
regulation, safety management, operational safety, and technology.

Uncertainty: Uncertainty is not really accounted for.
Technical complexity: Low
Benefits:

e In initial phases of the life-cycle of an operational concept, before safety assessments are
usually executed, the SST can be used to coordinate and communicate awareness and
understanding of safety needs between stakeholders, and to give a level of confidence of how
safety is being addressed in a project. The later stages of development therefore aim to be
better informed about safety issues and safety assessments are more likely to meet the
required safety targets.

e In later phases, it supports oversight officials in developing acceptance criteria for safety
evidence.
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e The method promotes early consideration of the potential impacts of safety regulation
applicable to ATM and its interdependencies with the total aviation activity. This should
provide a reduction in project risk regarding safety, and the preparation of a sound safety plan.

e [t enables an inclusion of safety into cost benefit analyses (CBA).

Limitations:

e Safety scanning does not provide a quantitative safety assessment.

A.15 SecRAM (Security Risk Assessment Methodology)

In (SESAR JU, 2024b) a cybersecurity risk assessment methodology is described for innovation in ATM.
Cybersecurity risk assessment is a process to identify and mitigate the consequences of a cyberattack.
It defines a set of security requirements to ensure that if an attack takes place the consequences have
been estimated and can be managed and may contribute to the recovery of normal operations in a
reasonable time. The steps in the SESAR security risk assessment are (see also Figure 21):

e Define the scope of the risk assessment (description of involved roles, equipment, systems...)
and the identification of dependencies on other systems and infrastructure. To perform this
step, specialist operational or design knowledge of the system is required.

e Identify assets and valuate possible impacts on assets: assets form the targets of security
attacks, and the identification of possible impacts is concerned with evaluating the harm
resulting from each asset being compromised by an attack.

e |dentify vulnerabilities, threats and likely threat combinations: it comprises the identification
of possible (or credible) threat sources and related threat scenarios. Each threat is associated
to vulnerabilities of the system that can be exploited by an attacker. This group of activities
aims at providing an insight into all routes through the system (threat scenarios) that a threat
may use to access an asset.

e |dentify a set of security controls that act upon the supporting assets, that will reduce the
impact on primary assets, and evaluate the impact on primary assets after implementation of
the security controls. Note: a first iteration of the risk evaluation may be conducted with
controls limited to those already in operations (e.g. environment assumptions) and generic
organisational controls (e.g., from a Minimum Set of Security Controls set by SESAR) to focus
only on the identification of controls mitigating risks that do not meet the programme generic
security objective.

e Determine the likelihood of the impact on primary assets to occur.

® Assess the security risk.

Determine whether the security risk is within the acceptable level set by the cyber-security
objectives — if not, it is necessary to go back in the process to identify how the situation can be
improved.

The need for prioritisation should be reevaluated at each maturity gate.

Page | 99

2025-SESAR 3 JU EUROPEAN PARTNERSHIP Co-funded by

the European Union




HOLISTIC APPROACH TO APPROVAL AND CERTIFICATION OF AUTOMATED SYSTEMS

»

Edition 01.00
| CYBER SECURITY OBJECTIVES (PROGRAMME GENERIC) l
Solution specific Security Risk Assessment (including document classification low, medium, high) SESAR2020
Catalogues
| Scoping & solution environment assumptions (best practice)
T
¥
PRIMARY ASSETS SUPPORTING ASSETS THREATS Primary assets
+ Identification of Primary + Identification of Supporting + Identification of vulnerabilities
—= Assets —»  Assets —»{s Identification of threats
* Impact Assessment on + Valuation on Supporting + Identification of likely threat
Primary Assets Assets combination
T
!  — . Supporting
1 RISK EVALUATION AND TREATMENT check assets
E s Identification of controls
! > Impact on primary assets after implementation of contrals
» Likelihood of impact on primary asssets after implementation of
controls
» Residual risk after implementation of controls
T Vulnerabilities
¥ ¥ ves
NewHor Need for additional
s architechtural
controls?
changes? Improve
best Threats
[ no no I practice
| SECURITY REQUIREMENTS
SPR-INTEROP-OSED Controls

Figure 21. The SecRAM methodology. Source: (SESAR JU, 2024b).
Related KPAs: Security (Cyber)
Applicable readiness levels: TRL2-8.
Levels of automation: It can support all levels of automation LOA-0 to LOA-5.
Link with EASA objectives themes:

e Information security: SecRAM can support security assessment.
e Organisations: SecRAM can support organisations in continuous assessment of information
security risks.

Uncertainty: The likelihoods are provided qualitatively, but ranges of uncertainty can be given.
Technical complexity: Medium
Benefits:

e SecRAM is a general and complete framework for the assessment of cybersecurity risk in ATM.

Limitations:

e The methodology does not seem to deeply analyse vulnerabilities.
e Additional effort is required to address a continuous assessment as the threat landscape
evolves.
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A.16 Usability Testing

After refining the prototype based on usability issues identified through heuristic evaluations, usability
tests may be performed with end-users. They may be asked to think aloud while performing a set of
tasks on the interface and provide feedback on clarity, functionalities, and layout. Usability tests can
also be supplemented with standardised usability questionnaires to compare the new systems’
usability against the current system or a benchmark. A common procedure is:

1. Define tasks and metrics under analysis. It should be specified which aspects of the interface
and user interaction should be assessed and which tasks the users will perform using the
interface. Metrics assessed may include subjective usability, task performance, workload,
situation awareness, user reactions or error rates. These may be assessed using objective
measures such as task completion times or subjective measures such as post-run
guestionnaires. Standardised questionnaires may be supplemented with additional questions,
e.g. to record participants' familiarity with similar already existing systems. A set of key tasks
representative of the interface’s functions are chosen for analysis. It may be helpful for the
analyst to note the sequence of task steps including the relevant interface components of each
step to later compare the intended procedure with user behaviour. These may be derived from
a HTA conducted previously.

2. Formulate instructions for users. Instructions should include a description of the studied
system and the purpose of the study as well as a list of tasks the users should perform using
the interface. These may be given to the users as they progress through the interface in written
or oral format. Questions asked throughout the study may also be noted, e.g. to ask for
feedback after a task has been completed.

3. Obtain Ethical Approval from an Ethics Committee. Research involving human participants
generally requires ethical approval.

4. Pilot test. Itisrecommended to run a pilot study to test the clarity of instructions and questions
as well as the timeframe of the planned study. This can also be done internally without the
need to recruit end-users. Afterwards, test plan and instructions may be refined accordingly.

5. Recruit end-users. Participants of the usability study should represent potential end-users of
the system.

6. Brief participants. Participants may be given an overview of the interface and purpose of the
study. Depending on the goal of the study, this may include a demonstration, either live or as
a video or minimal visual presentation of the interface prior to the study. Before the start of
the study, participants should sign an informed consent form approved by the ethics
committee.

7. Run usability study. Instructions are presented to the participants to begin the first task. It is
recommended to provide no to minimal assistance or feedback while the participants progress
through the tasks. Video and audio may be recorded for further analysis and analysts may note
observations or participant’s comments during the run. Participants may also be instructed to
think-aloud, voicing anything that comes to mind while interacting with the interface.
Questions may be asked after task completion and before progressing to the next task.

8. Administer selected questionnaires. After all tasks are completed, participants may be asked
to rate their experience on the chosen questionnaires. Depending on the goal of the study,
participants may retrospectively rate their workload (e.g. NASA-TLX), situation awareness (e.g.
SART), and the interface’s usability (e.g. SUS). Open questions may be added, e.g. to verify the
fulfilment of EASA objectives.
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9. Analyse data and report findings. Both qualitative and quantitative data can be derived from
usability studies. Questionnaire data may hint at potential problems and can be used to
compare the interface to a benchmark or similar interfaces. Task completion times, search
patterns, and errors or success rates also reveal strengths and weaknesses of the interface.
Combining these findings with participant’s comments or answers to open questions can help
to understand why problems exist and what may need to change.

10. Propose design recommendations. Based on the findings of the usability study,
recommendations for design changes can be developed to mitigate the problems identified.
Then, the proposed changes should be implemented to improve the system.

Related KPAs: HF, Safety, Efficiency

Applicable readiness levels: Best used early on when a prototype has been developed and iteratively,
after changes have been implemented, i.e. HRL 3-6. Usability studies may have different purposes
depending on the readiness level, e.g. layout may be assessed as early as possible whereas workload
assessment may be more helpful once the prototype has reached a higher fidelity.

Levels of automation: It can support all levels of automation that include a human operator: LOA-0 to
LOA-4,

Link with EASA objectives themes:

e Characterisation: It supports the identification of the end users, and identifies the tasks the
users will perform using the user interface.

e Development and post-ops Al explainability: Usability testing may support the definition of
operational data that needs to be recorded for post-ops analysis of interaction between Al-
based system and end-users.

e Operational Al explainability: A main purpose of usability testing is to analyse and improve the
interface between Al-based systems and end-users, including Al operational explainability.

e Human-Al teaming: Usability testing can support analysis and improvement of interactions
between humans and Al-based systems.

e Modality of interaction and style of interface: A main purpose of usability testing is to analyse
and improve the interface between Al-based systems and end-users, including interaction
modes and interface style.

e Error management: Usability testing can support the analysis and design of fault tolerant
interfaces and suitable information provision to users in the case of errors.

e Failure management: Usability testing can support the analysis and design of suitable
information provision to users in the case of failures.

Uncertainty: Usability tests greatly rely on self-reported feedback from participants who may be
biased towards current systems. Analysts may also interpret participant’s responses according to their
own expectations or biases. The validity and reliability of findings varies depending on the design of
the study. Ideally, the participant sample should represent the target population of end-users and be
large enough to derive statistically meaningful results.

Technical complexity: Conducting usability tests requires working knowledge of the associated
techniques. Without prior knowledge, extensive training is required, whereas for an experienced
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analyst, technical complexity is rather low. Including the initial task definition and analysis of all
recorded data, usability studies are also time-consuming.

Benefits:

e Usability tests can be run using prototypes before the interface is fully developed to identify
usability issues early on.

e Multiple metrics can be assessed for various purposes including performance, error rates,
trust, acceptance, mental workload, and situation awareness.

e Usability tests can offer detailed insights through rich amounts of qualitative and quantitative
data.

e End-users are involved in the design process, which increases the fit of the interface to the
target population and future acceptance of the final system.

e Usability tests reveal how users will interact with the system, which may differ from intended
interactions.

e Simple to conduct with appropriate personnel.

Limitations:

Usability tests including associated methods are time-consuming to conduct.

e Data analysis, especially for qualitative data, may be lengthy.

e Acquiring enough participants for reliable results may be difficult, depending on the target
population.
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Appendix B Objectives EASA Al guidelines

Table 7 (also provided in Appendix A of HUCAN D4.2 (2024)) lists all Objectives from Section C (Al
Trustworthiness guidelines) in the EASA Al guidelines, in their Concept Paper with guidance for level
1&2 ML applications (EASA, 2024). These Objectives are organised into:

e C.2: Al trustworthiness analysis
e (C.3: Al assurance

e C.4: Human factors for Al

e (C.5: Al safety risk mitigation

Also added (C.6) are provisions that are anticipated to apply to the organisations developing or
deploying Al-based systems.

Table 7 provides the Levels of Automation (LoA) for which the objectives are applicable, and indicates
whether EASA anticipates Means of Compliance (MOC). Here,

e Objectives in White are relevant for Levels of Automation 1A-2B,
e Objectives in Green are relevant for 1B-2B,
e Objectives in Yellow are relevant for 2A-2B,
e Objectives in Blue are relevant for 2B only.

Levels of Automation 3A and 3B (i.e. advanced automation) are out of scope of the EASA Al guidelines.
Also note that the EASA Al guidelines cover supervised learning or unsupervised learning, but not other
types of learning such as reinforcement learning, and it covers offline learning processes where the
model is ‘frozen’ at the time of approval, but not online learning processes.

C2. Trustworthiness analysis

LoA EASA Obijectives Anticipated MOC

C2.1(CO/CL). Characterisation and classification of the Al application

1A-2B  0bj.CO-01: The applicant should identify the list of end users that = -
are intended to interact with the Al-based system, together with
their roles, their responsibilities (including indication of the level
of teaming with the Al-based system, i.e. none, cooperation,
collaboration) and expected expertise (including assumptions
made on the level of training, qualification and skills).

1A-2B  0bj.CO-02: For each end user, the applicant should identify Ant.MOC CO-02
which goals and associated high-level tasks are intended to be
performed in interaction with the Al-based system.

1A-2B  0bj.CO-03: The applicant should determine the Al-based system | Ant.MOC CO-03
taking into account domain-specific definitions of ‘system’.

1A-2B  0bj.CO-04: The applicant should define and document the Ant.MOC CO-04*
ConOps for the Al-based system, including the task allocation *Dependencies:
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Obj.CO-01
Obj.CO-02

1A-2B

Obj.CO-05: The applicant should document how end users’
inputs are collected and accounted for in the development of the
Al-based system.

Ant.MOC CO-05

1A-2B

0bj.CO-06: The applicant should perform a functional analysis of
the system, as well as a functional decomposition and allocation
down to the lowest level.

Ant.MOC CO-06

1A-2B

Obj.CL-01: The applicant should classify the Al-based system,
based on the levels presented [by EASA], with adequate
justifications.

Ant.MOC CL-01-1*
*Dependencies:
0Obj.CO-02
Ant.MOC CL-01-2

C2.2(SA). Safety assessment of ML Applications

1A-2B

Obj.SA-01: The applicant should perform a safety (support)
assessment for all Al-based (sub)systems, identifying and
addressing specificities introduced by Al/ML usage.

Ant.MOC-SA-01-1
Ant.MOC-SA-01-2
Ant.MOC-SA-01-3
Ant.MOC-SA-01-4
Ant.MOC-SA-01-5*
*Dependencies:
Objs.LA
Ant.MOC-SA-01-6
Ant.MOC-SA-01-7
Ant.MOC-SA-01-7
Ant.MOC-SA-01-8
Ant.MOC-SA-01-9

1A-2B

Obj.SA-02: The applicant should identify which data needs to be
recorded for the purpose of supporting the continuous safety
assessment.

Ant.MOC SA-02
*Dependencies:
Ant.MOC EXP-04-2

1A-2B

Obj.SA-03: In preparation of the continuous safety assessment,
the applicant should define metrics, target values, thresholds
and evaluation periods to guarantee that design assumptions
hold.

Ant.MOC SA-03

C2.3(1S). Information security risks management

1A-2B
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1A-2B  0Obj.IS-02: The applicant should document a mitigation approach | Ant.MOC IS-02
to address the identified Al/ML-specific information security risk.
1A-2B  Obj. 1S-03: The applicant should validate and verify the Ant.MOC IS-03

effectiveness of the security controls introduced to mitigate the
identified Al/ML-specific information security risks to an
acceptable level.

C2.4(ET). Ethics-based assessment

Obj.ET-01: The applicant should perform an ethics-based
trustworthiness assessment for any Al-based system developed
using ML techniques or incorporating ML models.

Obj.ET-02: The applicant should ensure that the Al-based system
bears no risk of creating overreliance, attachment, stimulating
addictive behaviour, or manipulating the end user’s behaviour.

Ant.MOC ET-02
*Dependencies:
Obj.ET-01
Obj.IMP-09

Obj.ET-03: The applicant should comply with national and EU
data protection regulations (e.g. GDPR), i.e. involve their Data
Protection Officer, consult with their National Data Protection
Authority, etc.

Ant.MOC ET-03

Obj.ET-04: The applicant should ensure that the creation or
reinforcement of unfair bias in the Al-based system, regarding
both the data sets and the trained models, is avoided, as far as
such unfair bias could have a negative impact on performance
and safety.

Ant.MOC ET-04

Obj.ET-05: The applicant should ensure that end users are made
aware of the fact that they interact with an Al-based system, and,
if applicable, whether some personal data is recorded by the
system.

Ant.MOC ET-05

Obj.ET-06: The applicant should perform an environmental
impact analysis, identifying and assessing potential negative
impacts of the Al-based system on the environment and human
health throughout its life cycle (development, deployment, use,
end of life), and define measures to reduce or mitigate these
impacts.

Ant.MOC ET-06
*Dependencies:
Obj.ET-01

2A-2B
2A-2B
2A—-2B
2A-2B
2A—-2B
2A-2B
2A-2B
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Ant.MOC ET-08
*Dependencies:
Obj.ET-01
Prov.ORG-07
Prov.ORG-08

C3. Al Assurance

LoA EASA Objectives

Anticipated MOC

C3.1(DA). Learning assurance

1A-2B Obj.DA-01: The applicant should describe the proposed learning
assurance process, taking into account each of the steps
described in Sections C.3.1.2 to C.3.1.14, as well as the interface
and compatibility with development assurance processes.

Ant.MOC DA-01

1A-2B Obj.DA-02: Based on (sub)system requirements allocated to the
Al/ML constituent, the applicant should capture the following
minimum for the Al/ML constituent requirements:

— safety requirements allocated to the Al/ML constituent (e.g.
performance, reliability, resilience);

— information security requirements allocated to the Al/ML
constituent;

— functional requirements allocated to the Al/ML constituent;
— operational requirements allocated to the Al/ML constituent,
including Al/ML constituent ODD monitoring and performance
monitoring (to support related objectives in Section C.3.2.6),
detection of OoD input data and data-recording requirements
(to support objectives in Section C.3.2.7);

— other non-functional requirements allocated to the Al/ML
constituent (e.g. scalability); and

— interface requirements.

*Dependencies:
Obj.CO-04

1A-2B Obj.DA-03: The applicant should define the set of parameters
pertaining to the Al/ML constituent ODD, and trace them to the
corresponding parameters pertaining to the OD when
applicable.

Ant.MOC DA-03
*Dependencies:
Obj.CO-04

1A-2B Obj.DA-04: The applicant should capture the DQRs for all data
required for training, testing, and verification of the Al/ML
constituent, including but not limited to:

— the data relevance to support the intended use;

— the ability to determine the origin of the data;

— the requirements related to the annotation process;

— the format, accuracy and resolution of the data;

— the traceability of the data from their origin to their final
operation through the whole pipeline of operations;
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— the mechanisms ensuring that the data will not be corrupted
while stored, processed, or transmitted over a communication
network;

— the completeness and representativeness of the data sets;
and

— the level of independence between the training, validation
and test data sets.

1A-2B Obj.DA-05: The applicant should capture the requirements on | -
data to be pre-processed and engineered for the inference
model in development and for the operations.

1A-2B Obj.DA-06: The applicant should describe a preliminary Al/ML -
constituent architecture, to serve as reference for related safety
(support) assessment and learning assurance objectives.

1A-2B Obj.DA-07: The applicant should validate each of the Ant.MOC DA-07
requirements captured under Objectives DA-02, DA-03, DA-04, *Dependencies:
DA-05 and the architecture captured under Objective DA-06. Obj.DA-02
Obj.DA-03
Obj.DA-04
Obj.DA-05
Obj.DA-06

1A-2B Obj.DA-08: The applicant should document evidence that all | *Dependencies:
derived requirements generated through the learning assurance | Obj. DA-03
processes have been provided to the (sub)system processes, Obj. DA-04
including the safety (support) assessment. Obj. DA-05

Obj. LM-01

Obj. LM-02

Obj. LM-04

Obj. IMP-01

1A-2B Obj.DA-09: The applicant should document evidence of the *Dependencies:
validation of the derived requirements, and of the determination = Obj. DA-03

of any impact on the safety (support) assessment and Obj. DA-04
(sub)system requirements. Obj. DA-05

Obj. LM-01
Obj. LM-02

Obj. LM-04
Obj. IMP-01

1A-2B Obj.DA-10: Each of the captured AI/ML constituent
requirements should be verified.
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1A-2B

Obj.DM-01: The applicant should identify data sources and
collect data in accordance with the defined ODD, while ensuring
satisfaction of the defined DQRs, in order to drive the selection
of the training, validation and test data sets.

1A-2B

Obj.DM-02-SL: Once data sources are collected and labelled, the
applicant should ensure that the annotated or labelled data in
the data set satisfies the DQRs captured under Objective DA-04.

*Dependencies:
Obj.DA-04

1A-2B

Obj.DM-03: The applicant should define the data preparation
operations to properly address the captured requirements
(including DQRs).

1A-2B

Obj.DM-04: The applicant should define and document pre-
processing operations on the collected data in preparation of the
model training.

Ant.MOC DM-04

1A-2B

Obj.DM-05: When applicable, the applicant should define and
document the transformations to the pre-processed data from
the specified input space into features which are effective for the
performance of the selected learning algorithm.

Ant.MOC DM-05-1
Ant.MOC DM-05-2
Ant.MOC DM-05-3

1A-2B

Obj.DM-06: The applicant should distribute the data into three
separate data sets which meet the specified DQRs in terms of
independence (as per Objective DA-04):

— the training data set and validation data set, used during the
model training;

— the test data set used during the learning process verification,
and the inference model verification.

*Dependencies:
Obj.DA-04
Obj.DA-07

1A-2B

Obj.DM-02-UL:Once data sources are collected and the test data
set labelled, the applicant should ensure that the annotated or
labelled data in this test data set satisfies the DQRs captured
under Objective DA-04.

*Dependencies:
Obj.DA-04

1A-2B

Obj.DM-07: The applicant should ensure verification of the data,
as appropriate, throughout the data management process so
that the data management requirements (including the DQRs)
are addressed.

Ant.MOC DM-07-1
Ant.MOC DM-07-2
Ant.MOC DM-07-3
Ant.MOC DM-07-4
Ant.MOC DM-07-5

1A-2B
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1A-2B Obj.LM-01: The applicant should describe the ML model Ant.MOC LM-01
architecture.
1A-2B Obj.LM-02: The applicant should capture the requirements Ant.MOC LM-02
pertaining to the learning management and training processes,
including but not limited to:
— model family and model selection;
— learning algorithm(s) selection;
— explainability capabilities of the selected model;
— activation functions;
— cost/loss function selection describing the link to the
performance metrics;
— model bias and variance metrics and acceptable levels (only
in supervised learning);
— model robustness and stability metrics and acceptable levels;
— training environment (hardware and software) identification;
— model parameters initialisation strategy;
— hyper-parameters and parameters identification and setting;
— expected performance with training, validation and test data
sets.
1A-2B Obj.LM-03: The applicant should document the credit sought
from the training environment and qualify the environment
accordingly.
1A-2B Obj.LM-04: The applicant should provide quantifiable B Ant.MOC LM-04
generalisation bounds.
1A-2B Obj.LM-05: The applicant should document the result of the = Ant.MOC LM-05
model training. *Dependencies:
Obj.SA-01
1A-2B Obj.LM-06: The applicant should document any model Ant.MOC LM-06
optimisation that may affect the model behaviour (e.g. pruning,
quantisation) and assess their impact on the model behaviour or
performance.
1A-2B Obj.LM-07-SL: The applicant should account for the bias- Ant.MOC LM-07-SL
variance trade-off in the model family selection and should
provide evidence of the reproducibility of the model training
process.
1A-2B Obj.LM-08: The applicant should ensure that the estimated bias .= Ant.MOC LM-08
and variance of the selected model meet the associated learning = *Dependencies:
process management requirements. Obj.DM-02-UL
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1A-2B Obj.LM-09: The applicant should perform an evaluation of the = Ant.MOC LM-09
performance of the trained model based on the test data setand *Dependencies:
document the result of the model verification. Obj.SA-01
Obj.LM-04
1A-2B Obj.LM-10: The applicant should perform requirements-based | Ant.MOC LM-10
verification of the trained model behaviour. *Dependencies:
Obj.LM-02
Obj.DA-02
1A-2B Obj.LM-11: The applicant should provide an analysis on the Ant.MOC LM-11
stability of the learning algorithms.
1A-2B Obj.LM-12: The applicant should perform and document the Ant.MOC LM-12
verification of the stability of the trained model, covering the
whole Al/ML constituent ODD.
1A-2B Obj.LM-13: The applicant should perform and document the @ Ant.MOC LM-13
verification of the robustness of the trained model in adverse
conditions.
1A-2B Obj.LM-14: The applicant should verify the anticipated @ Ant.MOC LM-14
generalisation bounds using the test data set. *Dependencies:
Obj.LM-04
1A-2B Obj.LM-15: The applicant should capture the description of the
resulting ML model.
1A-2B Obj.LM-16: The applicant should confirm that the trained model Ant.MOC LM-16
verification activities are complete.
C3.1(IMP). Model implementation
1A-2B Obj.IMP-01: The applicant should capture the requirements Ant.MOC IMP-01
pertaining to the ML model implementation process.
1A-2B Obj.IMP-02: The applicant should validate the model description *Dependencies:
captured under Objective LM-15 as well as each of the Obj.LM-15
requirements captured under Objective IMP-01. Obj.IMP-01
1A-2B Obj.IMP-03: The applicant should document evidence that all
derived requirements generated through the model
implementation process have been provided to the (sub)system
processes, including the safety (support) assessment.
1A-2B Obj.IMP-04:  Any  post-training model transformation = Ant.MOC IMP-04-1
(conversion, optimisation) should be identified and validated for Ant.MOC IMP-04-2
its impact on the model behaviour and performance, and the *Dependencies:
Obj.LM-06
Page | 111

2025-SESAR 3 JU

EUROPEAN PARTNERSHIP

Co-funded by
the European Union




HOLISTIC APPROACH TO APPROVAL AND CERTIFICATION OF AUTOMATED SYSTEMS

Edition 01.00

sesar’

JOINT UNDERTAKING

environment (i.e. software tools and hardware) necessary to = Obj.IMP-01
perform model transformation should be identified.
1A-2B Obj.IMP-05: The applicant should plan and execute appropriate = Ant.MOC IMP-05
development assurance processes to develop the inference
model into software and/or hardware items.
1A-2B Obj.IMP-06: The applicant should verify that any transformation = Ant.MOC IMP-06
(conversion, optimisation, inference model development) *Dependencies:
performed during the trained model implementation step has | Obj.IMP-01
not adversely altered the defined model properties.
1A-2B Obj.IMP-07: The differences between the software and Ant.MOC IMP-07
hardware of the platform used for model training and those used
for the inference model verification should be identified and
assessed for their possible impact on the inference model
behaviour and performance.
1A-2B Obj.IMP-08: The applicant should perform an evaluation of the = Ant.MOC IMP-08
performance of the inference model based on the test data set *Dependencies:
and document the result of the model verification. Obj.SA-01
Obj.LM-09
1A-2B Obj.IMP-09: The applicant should perform and document the = Ant.MOC IMP-09
verification of the stability of the inference model.
1A-2B Obj.IMP-10: The applicant should perform and document the A Ant.MOC IMP-10
verification of the robustness of the inference model in adverse
conditions.
1A-2B Obj.IMP-11: The applicant should perform requirements-based = Ant.MOC IMP-11
verification of the inference model behaviour when integrated *Dependencies:
into the Al/ML constituent. Obj.IMP-01
Obj.DA-02
Obj.DM-02-UL
1A-2B Obj.IMP-12: The applicant should confirm that the AI/ML Ant.MOC IMP-12
constituent verification activities are complete.
C3.1(CM). Configuration management
1A-2B Obj.CM-01: The applicant should apply all configuration @ Ant.MOC CM-01
management principles to the Al/ML constituent life-cycle data,
including but not limited to:
— identification of configuration items;
— versioning;
— baselining;
— change control;
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— reproducibility;
— problem reporting;
— archiving and retrieval, and retention period.
C3.1(QA). Quality and process assurance
1A-2B Obj.QA-01: The applicant should ensure that quality/process
assurance principles are applied to the development of the Al-
based system, with the required independence level.
C3.1(RU). Reuse of Al/ML models
1A-2B Obj.RU-01: The applicant should perform an impact assessment | Ant.MOC RU-01
of the reuse of a trained ML model before incorporating the = *Dependencies:
model into an Al/ML constituent. The impact assessment should Obj.DA-01
consider:
— alignment and compatibility of the intended behaviours of the
ML models;
— alignment and compatibility of the ODDs;
— compatibility of the performance of the reused ML model with
the performance requirements expected for the new
application;
— availability of adequate technical documentation (e.g.
equivalent documentation depending on the required assurance
level);
— possible licensing or legal restrictions on the reused ML model
(more particularly in the case of COTS ML models); and
— evaluation of the required development level.
1A-2B Obj.RU-02: The applicant should perform a functional analysis of = *Dependencies:
the COTS ML model to confirm its adequacy to the requirements Obj.DA-02
and architecture of the Al/ML constituent.
1A-2B Obj.RU-03: The applicant should perform an analysis of the @ *Dependencies:
unused functions of the COTS ML model, and prepare the @ Obj.DA-03
deactivation of these unused functions. Obj.DA-04
Obj.DA-05
Obj.DA-10
Obj.DM-01
Obj.DM-05
Obj.DM-06
Obj.DM-07
Obj.LM-01
Obj.LM-02
Obj.LM-03
Obj.LM-08
Obj.LM-09
Obj.LM-10
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Obj.LM-11
Obj.LM-12
Obj.LM-15
Obj.IMP-01
Obj.IMP-05
Obj.IMP-06
Obj.IMP-11
Obj.CM-01
Obj.QA-01
Obj.EXP-03
C3.1(SU). Surrogate modelling
1A-2B Obj.SU-01: The applicant should capture the accuracy and
fidelity of the reference model in order to support the
verification of the accuracy of the surrogate model.
1A-2B Obj.SU-02: the applicant should identify, document and mitigate
the additional sources of uncertainties linked with the use of a
surrogate model.
C3.2(EXP). Development and post-ops Al explainability
1A-2B Obj.EXP-01: The applicant should identify the list of *Dependencies:
stakeholders, other than end users, that need explainability of = Obj.CO-01
the Al-based system at any stage of its life cycle, together with
their roles, their responsibilities and their expected expertise
(including assumptions made on the level of training,
qualification and skills).
1A-2B Obj.EXP-02: For each of these stakeholders (or groups of Ant.MOC EXP-02
stakeholders), the applicant should characterise the need for
explainability to be provided, which is necessary to support the
development and learning assurance processes.
1A-2B Obj.EXP-03: The applicant should identify and document the
methods at Al/ML item and/or output level satisfying the
specified Al explainability needs.
1A-2B Obj.EXP-04: The applicant should design the Al-based system
with the ability to deliver an indication of the level of confidence
in the Al/ML constituent output, based on actual measurements
or on quantification of the level of uncertainty.
1A-2B Obj.EXP-05: The applicant should design the Al-based system
with the ability to monitor that its inputs are within the specified
ODD boundaries (both in terms of input parameter range and
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1A-2B Obj.EXP-06: The applicant should design the Al-based system
with the ability to monitor that its outputs are within the
specified operational AI/ML constituent performance
boundaries.

1A-2B Obj.EXP-07: The applicant should design the Al-based system
with the ability to monitor that the Al/ML constituent outputs
(per Objective EXP-04) are within the specified operational level
of confidence.

Ant.MOC EXP-07
*Dependencies:
Obj.EXP-04

1A-2B Obj.EXP-08: The applicant should ensure that the output of the
specified monitoring per the previous three objectives are in the
list of data to be recorded per MOC EXP-09-2.

*Dependencies:
Ant.MOC EXP-09-2

1A-2B Obj.EXP-09: The applicant should provide the means to record
operational data that is necessary to explain, post operations,
the behaviour of the Al-based system and its interactions with
the end user, as well as the means to retrieve this data.

Ant.MOC EXP-09-1
Ant.MOC EXP-09-2
Ant.MOC EXP-09-3
Ant.MOC EXP-09-4
Ant.MOC EXP-09-5

C4. Human factors for Al

LoA EASA Objectives

Anticipated MOC

C4.1(EXP). Al operational explainability

1B-2B Obj.EXP-10: For each output of the Al-based system relevant to
task(s) (per Objective CO-02), the applicant should characterise
the need for explainability.

*Dependencies:
Obj.EXP-03
Obj.CO-02

1B-2B Obj.EXP-11: The applicant should ensure that the Al-based
system presents explanations to the end user in a clear and
unambiguous form.

Ant.MOC EXP-11

1B-2B Obj.EXP-12: The applicant should define relevant explainability
so that the receiver of the information can use the explanation
to assess the appropriateness of the decision/action as
expected.

Ant.MOC EXP-12

1B-2B Obj.EXP-13: The applicant should define the level of abstraction
of the explanations, taking into account the characteristics of the
task, the situation, the level of expertise of the end user and the
general trust given to the system.
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Ant.MOC EXP-14

1B-2B

Obj.EXP-15: The applicant should define the timing when the
explainability will be available to the end user taking into account
the time criticality of the situation, the needs of the end user,
and the operational impact.

Ant.MOC EXP-15/16

1B-2B

Obj.EXP-16: The applicant should design the Al-based system so
as to enable the end user to get upon request explanation or
additional details on the explanation when needed.

Ant.MOC EXP-15/16

1B-2B

Obj.EXP-17: For each output relevant to the task(s), the applicant
should ensure the validity of the specified explanation.

1A-2B

Obj.EXP-18: The training and instructions available for the end
user should include procedures for handling possible outputs of
the ODD monitoring and output confidence monitoring.

1A-2B

Obj.EXP-19: Information concerning unsafe Al-based system
operating conditions should be provided to the end user to
enable them to take appropriate corrective action in a timely
manner.

C4.2(HF). Human-Al teaming

2A-2B

Obj.HF-01: The applicant should design the Al-based system with
the ability to build its own individual situation representation.

Ant.MOC HF-01

2A-2B

Obj.HF-02: The applicant should design the Al-based system with
the ability to reinforce the end-user individual situation
awareness.

Ant.MOC HF-02

2B only

Obj.HF-03: The applicant should design the Al-based system with
the ability to enable and support a shared situation awareness.

Ant.MOC HF-03

2A-2B

Obj.HF-04: If a decision is taken by the Al-based system that
requires validation based on procedures, the applicant should
design the Al-based system with the ability to request a cross-
check validation from the end user.

Ant.MOC HF-04

2A-2B
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2A-2B Corollary Obj.HF-05: The applicant should design the Al-based
system with the ability to process and act upon a proposal
rejection from the end user.

2Bonly  Obj.HF-06: For complex situations under abnormal operations, Ant.MOC HF-06
the applicant should design the Al-based system with the ability *Dependencies:
to identify the problem, share the diagnosis including the root Obj.HF-05
cause, the resolution strategy and the anticipated operational
consequences.

2Bonly  Corollary Obj.HF-06: The applicant should design the Al-based
system with the ability to process and act upon arguments
shared by the end user.

2Bonly  Obj.HF-07: The applicant should design the Al-based system with = Ant.MOC HF-07
the ability to detect poor decision-making by the end user in a
time-critical situation, alert and assist the end user.

2Bonly  Obj.HF-08: The applicant should design the Al-based system with = Ant.MOC HF-08
the ability to propose alternative solutions and support its
positions.

2Bonly  Obj.HF-09: The applicant should design the Al-based system with | Ant.MOC HF-09
the ability to modify and/or to accept the modification of task
allocation pattern (instantaneous/short-term).

C4.3(HF). Modality of interaction and style of interface

2A-2B Obj. HF-10: If spoken natural language is used, the applicant = Ant.MOC HF-10
should design the Al-based system with the ability to process
end-user requests, responses and reactions, and provide an
indication of acknowledgement of the user’s intentions.

2Bonly  Obj.HF-11: If spoken natural language is used, the applicant Ant.MOC HF-11
should design the Al-based system with the ability to notify the
end user that he or she possibly misunderstood the information.

2Bonly  Obj.HF-12: If spoken natural language is used, the applicant Ant.MOC HF-12
should design the Al-based system with the ability to identify
through the end user responses or his or her action that there
was a possible misinterpretation from the end user.

2Bonly  Obj.HF-13: In case of confirmed misunderstanding or Ant.MOC HF-13
misinterpretation of spoken natural language, the applicant
should design the Al-based system with the ability to resolve the
issue.

2A-2B Obj.HF-14: If spoken natural language is used, the applicant Ant.MOC HF-14
should design the Al-based system with the ability to not
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2B only

Obj.HF-15: If spoken natural language is used, the applicant
should design the Al-based system with the ability to provide
information regarding the associated Al-based system
capabilities and limitations.

Ant.MOC HF-15

2A-2B

Obj.HF-16: If spoken procedural language is used, the applicant
should design the syntax of the spoken procedural language so
that it can be learned and applied easily by the end user.

2A-2B

Obj.HF-17: If gesture language is used, the applicant should
design the gesture language syntax so that it is intuitively
associated with the command that it is supposed to trigger.

Ant.MOC HF-17

2A-2B

Obj.HF-18: If gesture language is used, the applicant should
design the Al-based system with the ability to disregard non-
intentional gestures.

Ant.MOC HF-18

2B only

Obj.HF-19: If gesture language is used, the applicant should
design the Al-based system with the ability to recognise the end-
user intention.

2B only

Obj.HF-20: If gesture language is used, the applicant should
design the Al-based system with the ability to acknowledge the
end-user intention with appropriate feedback.

Ant.MOC HF-20

2A-2B

Obj.HF-21: If spoken natural language is used, the applicant
should design the Al-based system so that this modality can be
deactivated for the benefit of other modalities.

Ant.MOC HF-21

2B only

Obj.HF-22: If spoken (natural or procedural) language is used,
the applicant should design the Al-based system with the ability
to assess the performance of the dialogue.

2B only

Obj.HF-23: If spoken (natural or procedural) language is used,
the applicant should design the Al-based system with the ability
to transition between spoken natural language and spoken
procedural language, depending on the performance of the
dialogue, the context of the situation and the characteristics of
the task.

Ant.MOC HF-23

2B only
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2B only

Obj.HF-25: The applicant should design the Al-based system with
the ability to automatically adapt the modality of interaction to
the end-user states, the situation, the context and/or the
perceived end user’s preferences.
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Ant-MOC HF-25

C4.4(HF). Error management

2A-2B Obj.HF-26: The applicant should design the Al-based system to . Ant.MOC HF-26
minimise the likelihood of design-related end-user errors.
2A-2B Obj.HF-27: The applicant should design the Al-based system to | Ant.MOC HF-27
minimise the likelihood of HAIRM-related errors.
2A-2B Obj.HF-28: The applicant should design the Al-based system to . Ant.MOC HF-28
be tolerant to end-user errors. *Dependencies:
Obj.HF-25
Obj.HF-26
Obj-HF-27
2A-2B Obj.HF-29: The applicant should design the Al-based system so | Ant.MOC HF-29
that in case the end user makes an error while interacting with
the Al-based system, the opportunities exist to detect the error.
2A-2B Obj.HF-30: The applicant should design the Al-based system so

that once an error is detected, the Al-based system should
provide efficient means to inform the end user.

C4.5(HF). Failure management

2B only

Obj.HF-31: The applicant should design the system to be able to
diagnose the failure and present the pertinent information to the
end user.

Ant.MOC HF-31

2B only

Obj.HF-32: The applicant should design the system to be able to
propose a solution to the failure to the end user.

Ant.MOC HF-32

2B only

Obj.HF-33: The applicant should design the system to be able to
support the end user in the implementation of the solution.

Ant.MOC HF-33

2B only

Page | 119

2025-SESAR 3 JU

Obj.HF-34: The applicant should design the system to provide
the end user with the information that logs of system failures are
kept for subsequent analysis.

EUROPEAN PARTNERSHIP

Ant.MOC HF-34

Co-funded by
the European Union



HOLISTIC APPROACH TO APPROVAL AND CERTIFICATION OF AUTOMATED SYSTEMS
Edition 01.00

C5. Al safety risk mitigation

sesar’

JOINT UNDERTAKING

LoA EASA Objectives

Anticipated MOC

C5(SRM). Al safety risk mitigation concept and top-level objectives

1A-2B Obj.SRM-01: Once activities associated with all other building
blocks are defined, the applicant should determine whether the
coverage of the objectives associated with the explainability and
learning assurance building blocks is sufficient or whether an
additional dedicated layer of protection, called hereafter safety
risk mitigation, would be necessary to mitigate the residual risks
to an acceptable level.

Ant.MOC SRM-01

1A-2B Obj.SRM-02: The applicant should establish safety risk mitigation
means as identified in Objective SRM-01.

Ant.MOC SRM-02
*Dependencies:
Obj.SRM-01

C6. Organisations

LoA EASA Objectives

Anticipated MOC

C6.1(ORG). High level provisions and anticipated AMC

1A-2B Prov.ORG-01: The organisation should review its processes and
adapt them to the introduction of Al technology.

1A-2B Prov.ORG-02: In preparation of the Commission Delegated
Regulation (EU) 2022/1645 and Commission Implementing
Regulation (EU) 2023/203 applicability, the organisation should
continuously assess the information security risks related to the
design, production and operation phases of an Al/ML
application.

Ant AMC ORG-02

1A-2B Prov.ORG-03: Implement a data-driven ‘Al continuous safety
assessment’ process based on operational data and in-service
events.

Ant.AMC ORG-03
*Dependencies:
Obj.EXP-09

1A-2B Prov.ORG-04: The organisation should establish means (e.g.
processes) to continuously assess ethics-based aspects for the
trustworthiness of an Al-based system with the same scope as
for Objective ET-01.

Ant.AMC ORG-04
*Dependencies:
Obj.ET-01

1A-2B Prov.ORG-05: The organisation should adapt the continuous risk
management process to accommodate the specificities of Al,
including interaction with all relevant stakeholders.
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1A-2B Prov.ORG-06: The organisation should ensure that the safety-
related Al-based systems are auditable by internal and external
parties, including especially the approving authorities.

C6.2(ORG). Competence considerations

1A-2B Prov.ORG-07: The organisation should adapt the training Ant.AMC ORG-07
processes to accommodate the specificities of Al, including *Dependencies:
interaction with all relevant stakeholders (users and end users). Prov.ORG-06
Prov.ORG-07

1A-2B Prov.ORG-08: The organisations operating the Al-based systems
should ensure that end users’ licensing and certificates account
for the specificities of Al, including interaction with all relevant
stakeholders.

Table 7. Objectives from EASA Concept Paper with guidance for level 1&2 ML applications (EASA, 2024).
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